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ADC Center Subjects HRJ - HiZ

From FY2025 Project/Center Purposes-Objectives Sheet

In collaboration with NAOJ internal/external projects, ADC

» Develops and operates computing infrastructure and software for
generating - storing - releasing astronomical data

» Provides research platforms and educational opportunities for
effective data utilization to the scientific community

» Promotes multi-wavelength data science

Key principles of action are to support and promote:

» preservation, publication, and utilization of observing data from
Japanese astronomical community.

» research based on observational data
—> Build and operate the systems and services that make these pos&sible.
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» ADC Users Meeting 2025 was held 2 weeks ago (11/18)

» Some materials for team activities are available at
https://www.adc.nao.ac.jp/conference/adcum2025/adc_um_2025.html




ADC General Open-use Key Activities

Core activities for Open-use

Enhancing activities
for challenging future develop
Data Archives

- Long-term Storing & Releasing raw data Platform

) / -
Curation for Reliability & Improving Value / Usabilit HSC /PES/Subaru?

Rubin SP

« Promote current/strategic sciences wit
» Data Products over Science Platform

Data Analysis - Promote Data Sciences
Systems Gowte: P

o
o | o e

- Supporting Scientific Research by the commurrey
« Computing Resource Management




What’re happening in recent years in ADC

System procurement/contract update work in FY2022-FY2025;
Systems largely transitioned to inhouse construction and maintenan

» 2023.3 Extend previous rental contract with reduced components

» 2023.8 Next rental system contractor decided
» Rental part largely shrunk
» Begin system shrinking & transition to new (+purchased) system

» 2024.3 Begin new lease contract for MDAS data analysis system (-2029
Begin cold backup’ing some data to AWS

» 2024.7 New rental computers in operational (-2029.6)
New MDAS data analysis system in operational (-2029.2)

Large fraction of computers for ADC services (MDAS, SMOKA, etc)
moved to inhouse purchased systems

» 2024.7-2025.12 Working to establish and stabilize operation of s?rvices




ADC system operating status since 2025.2

Significant events / updates in ADC openuse systems after 2025.2 Users Meeting

» Conducting regular preventive maintenances and troubleshooting
establishing, stabilizing, and improving individual open-use servic

B Unexpected troubles, issues
» 2025/5/20 Network failure for internet due to broken fiber ~0.7 da
» 2025/7/16 System down due to power outage for lightning - 1-2hrs
» 2025/8/18 System down due to power outage for lightning - 0.5 da
» 2025/11/8 Campus wide annual power maintenance - 2.5-3 day




. Activity
ADC Open-use Data Analysis Systems

» Multi-wavelength Data Analysis Sytem (MDAS) :for small-mid interactive wor

» 500core, 4 PB storage, wide range of astronomical software, IDL, Mathematica etc
» Interactive, Small-Mid scale tasks -> supporting ALMA/radio and optical-NIR users etc.

» Small portion with rental (operation include) + the most part with lease components
with inhouse construction and maintenance

» Large-scale Observing Data Analysis System (LSC) :for large intensive processing

» 2300core, 5PB storage plus HSC+PFS pipelines etc
» Batch-job/large-scale task (HSC - PFS) -> Founded and cooperating w/ Subaru Telescop

» Expanding to general use

» Entire system with inhouse build and maintenance
» Open-use shared room w/ terminal PCs

» South-building 2F

» Subaru building 1F

» ALMA building 1F Openuse room at Subaru building 8




Data Analysis Computing Systems (MDAS + LSC)

After the 2024 computer replacement, MDAS largely moved to inhouse construction
and maintenance

» FY2025 : Improving system performance by introducing
better MDAS process control, LSC storage quota, adjusting queue parameters

» Assisting general users (ALMA/Radio, Subaru, Solar, etc) for research &
educational processing




https://www.adc.nao.ac.jp/MDAS/mdas_e.html

MDAS - The Multi-wavelength Data Analysis Syste

> Status a n d U Sage . Number of users per Observation data used

» Number of active users: 338
(as of the end of FY2024) /2/
» Subaru and ALMA users make up the .
majority of the active users.

» After system migration to an in-house
management system for the major

Number of users per Field of use (total)

|
115 126

Opt/IR Radio Solar Others

components, system downtime due 140
to maintenance and troubleshooting 120
has increased, but overall stable 100

operation has been maintained. .
40

20

0




https://www.adc.nao.ac.jp/LSC/lsc_e.html

LSC - Large-scale data analysis system

¢ Data analysis system optimized for large-scale data (HSC, PFS, ...)
v¢ Compute resources managed by job management system (PBS)

system configuration and resources

login node

Job CPU time (all queue) [days]

general/observational use 20000 -
# of nodes: 10 T Max ~ 64,300
CPU cores: 608 (28%) 60,000

Compute nodes (resource):
# of nodes: 34 (+4)

CPU cores: 2,144 (+32)
Mem [TB]: 20.25 (+0.5)

Mem [TB]: 6.3  (31%)

50,000

HSC + PFS business use 40,000
# of nodes: 24
CPU cores: 1,536 (72%)
Mem [TB]: 13.95 (69%) 20,000

--------
Eeith Sl 10,000
| CPU cores
\ 1 | I
| Lustre 0
) 3.6,  general/obs,
18% 63,
31%
HSC, o
1024,

30,000

512,  general/obs,

TTzZPBTT Sep-24 Oct-24 Nov-24 Dec-24 Jan-25 Feb-25 Mar-25 Apr-25May-25 Jun-25 Jul-25 Aug-25 Sep-2§

mall 7,246 10,670 12,547 18,274 16,168 11,786 11,175 18,721 40,169 41,917 31,424 12,178 10,799‘

PFS dedicated storage attached |
Share the CPU resources \




Cohosting Lectures and Workshops

» ALMA Data analysis lecture workshop (for primers)
» 2025/5/26-28 @ NAOJ Mitaka ALMA-building
» Issuing 16 new accounts
» NAOJ-SOKENDAI summer student program
» 2025/8/1-9/1
» Issuing 11 new accounts

: : In and Before 2021,
> East Asia ALMA Data Analysis Workshop ALMA data analySIS (Cohost + Cooperation
» 2025/9/25,26 @ Kagoshima University

Subaru school « HSC data analysis (Gt - #5
» Issuing 6 new accounts

Database (ADC-led)
» Long-wavelength radio data analysis IDL  (ADC-led)
workshop 2026

PyRAF  (ADC-led)
» 2026/3/11-13 planned

Python data analysis (ADC-led)
« etc

ADC consider to resume the ADC-led lectures or workshops to assist the
community utilizing our data services \




ADC openuse data archives

Open-use Data Archives operated by ADC

» Raw data archive  (Activity®)
» SMOKA (Opt-IR data from domestic observing facilities)
» MASTARS (cooperated by ADC+Subaru; ADC primarily manage Mitaka pa
» Radio Science Archive (Nobeyama-ASTE)

» Processed Products Archives (Activity®)

» SMOKA - small part of datasets

» HSC (ADC will operate long-term public archives around/after next PDR4)
» JVO (Japanese portal in the VO alliance)

» Radio Science Archive (part of Nobeyama-ASTE)




ADC : Data Flow for Subaru Data

This is a coworking model continued from the foundation of the Subaru data management

» Raw data archive Domestic data

» Science products Public Raw Data
Archive (SMOKA)

» Data processing
Platform

Multi-band |

data Data Analysis

Platforms
(MDAS & LSC)

Subaru
Telescope

ADC operation
v A

]
Subaru
Raw Data Archive i/-\:éfosr “
for observers nce Arc

(STARS) (MASTARS) l Science Archive

Hilo/Hawaii




Opt'IR Data ArCh]\/eS » SMOKA https://smoka.nao.ac.jp/
» Hosting public Opt-IR raw data (151PB)

f o
> MASTARS (Mitaka Components of STARS) rom Subaru & domestic telescofes

: : y » Ingesting new observing data
https://stars.naoj.hawaii.edu/ (GAOES-RV. Tomo-e Raw data,

» Hosting all mirrored raw data (550TB+) from Okayama PPlate)
Subaru Telescope, cooperating with Subaru

under a single workflow sharing roles > Curation or QA work for Skyimagesg

Raw data is provided in Zstandard compressed format.
Mark all H Unmark all H Datarequest (for 1-250) ]

» System enhancement, lossless compression No. Thumbnail Check Stot OBJECT  |RA SHOT|DEC soT|  DATE OBS  TIME 0BS
to Retrieve
D o o t d t h . STA RS3 f 1 o TMQX2022110400809627XX|DARK 19:19:00.1+116:11:27.0/2022-11-04 weather|07:17:07.8 ‘
> ] SC u SS] n g n eX ge n a a a rc lve ( ) O r 2 O TMQX2022110400809631XX|FLAT 19:56:26.2/[+116:10:19.0/2022-11-04 weather|07:54:23.6 ‘
CO n Ce t u al a n d Deta.i led d eS.i n 3 |thumbnail | O TMQX2022110400809632XX|J2120+0725_dith1|21:20:12.4|+07:25:38.0 |2022-11-04 weather|09:01:55.1 ‘
p g 4 |thumbnail |O TMQX2022110400809633XX|J2120+0725_dith2|21:20:12.2|+07:49:37.0 |2022-11-04 weather|09:02:15.5 ‘
5 |thumbnail |U TMQX2022110400809634XX|J2120+0725_dith3|21:17:58.9|+07:49:36.0 |2022-11-04 weather|09:02:36.1 ‘
STARS 2.6 Archive - 'STARS Archive’ 6 [thumbnail [O TMQX2022110400809635XX |J2120+0725_dith4 21:17:59.0 +07:25:34.0 |2022-11-04 weather 09:02:56.7
Subaru Telescope Observation Data -
I | I 7 |t J2109+0000_dith1/21:09:21.3-00:00:00.0 [2022-11-04 weather|09:03:25.7 ‘
55l Query and Download :L l_
M user: none || privilege: none || browser: Safari/0 || date: 2025-11-14 18:01 HST ... e L & A g Ay
3 Wb P PPy
'The new data download s 5 ste m STARS2 ery, very useful.' o g 2
Tutonal How to use STARS z m/': IIIIIIIIIII
[ Subaru Privacy & Logging Statement ] g s
HSC Observing Logs - HSC Onsite % 10
09-15-25 Japan RAID EPY A M AR AR ARt st Py i o
is fixed. ohPa
E
From 2024- < g0
March: Renew Z g;g |||||||||||
Passwords! Login furusawa %ag "
sssssss g: [evssserssssernes 2 g e "
From 2024-Feb: % 40
Download TAR | Login AL
is available Your Location: Subaru/MTK %120
through YourHost:  sQuery g 10 ——
website, Notemail. T 202518150401 M e
Use MySTARS:My o 2 4 5 8 10 12

Stored Queries in
Download TAR
column




Tentative schedule of Next-gen Opt-IR archive (STA

« Joint development with Subaru Telescope

« ADC will take more responsibility of data flow primarily in Mitaka part (TBC
N 2
Next

®CDR ® FDR

Public Archive Replace
? Conceptual Design

Aim at more unified operation
across Subaru-SMOKA (public Opt-IR)

> Fpack Tool >
> Data Check Tools > > Backed-up Data Check Tool >

> STARS3 Mainbody >

Focus on maintaining & updating b i
The Subaru STARS archive

Coding / Testing
Design




https://arch2016.mtk.nao.ac.jp/

Radio Science Data Archives

Nobeyama-45m-ASTE ALMA Science Archive

Science Data Archive

NRO legacy products
FUGIN, COMING, StarFormation
Wide range of raw data

._l' ™ . m
E s

processed data




JVO - Radio science data archive
» Radio (Nobeyama-ASTE)

» JVO https://jvo.nao.ac.jp/index-e.html
» Japanese VO portal in the IVOA

» Expanding datasets and browsing func.
(FTS WebQL) with ALMA polarimetry,
XRISM as well as existing services: HSC,
HDS, Gaia (other space data)

Neva @i

As\o.

mave e s OER

G16.59-0.05

@ @Sa euroEEF Gﬂg JVO

Tas I
KazVO Vo

OV FRANCE

Rp

Overview News To use all functions
This site, Nobeyama 45m and ASTE Science Data 2025/03/12 a User ID:

Archive, provides public science data obtained at the This archive service will stop on 2025/3/16 23:00 - 0

Nobeyama 45m radio telescope at Nagano, Japan and 2025/3/17 08:30 UT (2025/3/17 8:00-17:30 JST) Please'enter your. 1D

the ASTE telescope at Atacama, Chile because of UPS maintenance. Sorry for

See more »

Misc Info

Known Bug of NOSTAR and NEWSTAR
Known Bug of CASA

Note of NRO Data Nobeyama open use (

Quality of NRO Data

» Publishing new data from NR45
» Accepting ASTE new data mode,

» How to integrate the team activit
within the ADC framework

Home Search Data Download List History My Page Help

Nobeyama-45m / ASTE Science Data Archive

2024/12110 P
This archive service will stog ¥
<

100 L b a4 0 TP

Archived Observ ...
Present

« NRO-45m: b
o NOSTAROrNE
2024-08-20
o MS2: 2017-09-
o FITS: 2017-09- "7 :
« ASTE: £
o NOSTAR O NE  ssssossmasssmmssspr -
2019-09-27

Data Policy

« The data distributed b| ,%hl -
public 18 months aftef g

nnnnnnnnnnnnnnnnnn




HSC/PFS Data Archive, Science Platform, New Database d

» HSC-SSP  nttps://hsc-release.mtk.nao.ac.jp/ > Developing SP Preview with HSC

» Establishing & Stabilizing S23B internal
release
-> preparing for Public DR4
-> ADC long-term operation

» Development of DB technology (e.g., Tsur
» HSC-Legacy Archive nttps://hscla.mtk.nao.ac.jp/ is a key to achieve data intensive analysis.

» Maintaining public data archive component » Integration of VO protocol/APIs is another

1. Post Query & Command

HSC-SSP LA2020: 7315 sq.deg (18%sky) e

Z Jupyterhub

3. Return Eai

[ ‘ ! Result 2. Distributed
—_ Processing

vy EiE

0050 009 0,159 0282 “0503 NOSYSIINTISUANNZEI NN OSANNIIO00N on o
Galactic Extinction E(B-V) anes Eatalog-1ob 2010-05-91

ec-rlase miknao.acipiioc o @ roleasa: gl v

oL e

Hyper Suprime-Cam Subaru Strategic Program

PublicData Reease.

WIT 10° for your auery
ena nang "515h_udeee” for vour auery.

SELECT [d, ra2000, dec 2000,
Inde kron, ina_kron'err,
Home Survey Processing Database  AvallableData  DataAccess  FAQ z ymaggron, ynaikronore

Thae s  kron 45 1y
e siB “Nosaic” despcoadd_nerzed
©WHERE vaz0D - BETREEN 50 AND %60
D deci2000 GETUEEN - 5.0 D - 4.5
D inag kron < 25.5

» SP will establish a pivot basis for extend
multi-wavelength data archive (involving
contents from wide-field survey)

e
‘We peer deep into the Universe to unveil the nzluu.nf dark matter and dark energy. e 5 +] (fumetion {1sL] [1sble st - o

+ 1 inslude 52 fn o8V

e et el =l

e R e g 202 PDR3~5.550
< . AIERE D KIEICHEE
. st e ot e e ey % 204 '
Public Data Release 3 w £ . |
Welcome to th Hyper Suprime.Cam Subaru Sratege rogram bata Relase St x
57000 57250 57500 57750 58000 58250 58500

5602
0048577258050 7206126105215 0.11981860884241 7 0.522138028 6400 1

The third public release of HSC-SSP occurred on 31 August 2021 q of data served 5 0-022:7736 10852 637518610747 003142814198 42 209533573

through dedicated databases and user nterfaces. The figures in th of the -0B53761854515683 420,00

data I the three survey layers, Wide, Deep, and UltraDeep. Refer to our survey website for details of the survey design. Also, read the data
release paper for details of this release.

acds 0087005356 .
3745457150605 1849 34 D1Sig 15754700 i
A8 AR A7 8 NSARRT AR SRTIROTINT 168 75 RIDRAATDAT (0740387015 N-0RRRTT 9RRT 73053

Selectable catalog

~2000H



Publications from ADC Open-use Services

» Counted papers with ADC explicitly mentioned in acknowledgemen
160 » Keep our eyes on the system usage and users’ feedback
to ensure the system not degrading the science productivity

140

120 \v
100
80
60
40
20
0

2016 2017 2018 2019 2020 2021 2022 2023 2024

m Others B SMOKA mJVO
(MDAS/LSCI(ZEhY)



Usage status &
publications from ADC data archives & Data analysis platforms

» SMOKA

» 210 uses, Published data 1.1PB, Download 50TB/yr, Publication 6- 13papers/yr
» MASTARS | g o

» Published data ~550TB, Download ~60TB/yr
» JVO

» 256 users, Published data 700TB, Download ~10TByr, Publication 5-15 papers /yr
» HSC-SSP

» 2800 user, Published data 1PB, Publication ~40-50 SSP papers/yr
» Radio Archive

» Published data 64TB, Download 1-2TB/yr e D
» Data Analysis System (MDAS, LSC) = =

» 300-350 users (LSC~40 user), Publication 80-90 papers/yr = e =

I SMOKA Archive Advanced Search

ik here for SUP Search (Suprime-Cam data Search).

S5P Color

---------

Resotuton Range:




ADC Current Staffing Profile

» Associate Professor (HEZUT) 2
» Assistant Professor (BhZ) 2
» Research Engineer (THZ5#%EM) 2
» Senior Specialist (3HEEFIE) 8
» Project Researcher (4F{EWAZRE) 4->3
(3 of 4 by ext. grant)
» Research Supporter (THFNIEE) 2
(1 of 2 by ext. grant) e
» Administrative Supporter (BFEXIEE) 1
Total 21 people ~18FTE
+ Concurrent/affiliated staff with small duties 10 people




ADC Organization and Operation Teams

/%\/&
[

Admin Office

Admin 1

Supervisor: Data Archive

el

' Leardership

Director
Deputy Director

Faculty Member +1

Supervisor:

Data Contents
Utilization

Supervisor:

Computing Facility
Open-use

Open-use Computer

— Y ~C & Facility \
\ \\ ‘
MASTARS2 E?:;S%en Arch. SMOKA Rale Arch Tsurug] DB HSC/PFS/SP JVO/VO Devel. Operation Tech Devel
AssisP 0.5 AssocP 0.1 , AssocP 0.2 ,
SSS]S 0.75 ||AssocP 0.2 S 16 Ogly;hared é;socp %,?, RE. 1.0 AssisP 0.4 AssocP 0.15 | | AssisP 0.3
AssisP 0.15 PR 05 |l PR 05 |[ss 04 s 0.95 AssisP 0.05 | |RE 0.1
(1 25 FTE) 5 0.3 (22 FTE) RS 0.6 PR 1.0 (1.4 FTE) SS 2.9 SS 04
(0.65 FTE) 2 FTE 2.6 FTE RS 0.5 (0.8 FTE)
+0.05 shared ( ) (2. ) (3.7 FTE)
\ .05 shared /k + shared <-1\( | . +shared 0.2
» ADC-14.6 FTE / Total 18FTE for open-use services, the rest 3.5 spent for ext. secondary duties, management, researches
» Each archival service or development is maintained by 1.25-2.5 FTEs / Service
23

» Shared FTEs ~1.5 FTEs from concurrent appointment staff with the other projects



2024 | 2025 2026 2027 | 2028 2029 2030 2031 2032
Plan/Hope

mﬁ'i/Rs New.S.ystgm ADC-Subaru Joint Ops Next rental contract - Next system
Stabilization .

SMOKA Ops  °Integrated Dev SP Integrated Ops
Stabilization prep for PFS data etc

Next rental contract + Next system

Next Opt-IR Detailed Design Pilot Ops Full Ops.
Arch STARS3 Study Impl. !
HSC - PFS 0 sl:ll'?gnas:fir;ir:/ePrm - PDR4-> HSC-Public Archives Long-term Ops
Archives & SP = HSC-SP Test Ops.: HSC-SP Full Ops.
Ops PFS-SP Joint Ops with ADC-Subaru
—_———————————
VO Stabiliz’ VO Integ Devel with HSC + PFS + Rubin NS [T Eelridids 0 NSNS R
ALMA/Radio/X Data/Func. Ext. VO Integ Devel with Next Opt-IR
\S’{‘dde'F";ldb. IDAC/RSP Deve LSST Survey
Euclid IDR1/IDR2Wor  PDR  IDR2 PDR2  DR3584T  DR3public = DR4 55T ? optional
Radio Ops Stabilization VO Integ Devel Integ Devel with Multi-wavelength Archive

MDAS - Data System

e Next rental contract « Next system
Analysis System Stabilizat*~-

SP Integration Devel

LSC - Data PFS data analvsis
Analysis System Storage undate

Next rental contract + Next system

CPU Update Partial / Full Integration?




')n')n
Openuse2

2031 2032

2024 | 2025 2026 2027 2028
Plan/Hope

STARS/ New System *Maintain Opt-IR raw data archive
ADC-Subaru Joint Ops

MASTARS Stabilization oA SORE R & .plan/Impl. STARS3 & Integrated

SMOKA Ops  '° Integrated Dev SP Integrated Ops l_ Opt-IR archive for next decade

Stabilization prep for PFS data etc

) : Pilot ( ps
b s SHUYY e mpl. “
HSC - PFS HSC archive _|ch..k|;,~ Archiviac Lona torm Ops
Archives & SP OEIERS L « Maintain & Improve usability of —
Subaru Killer-Legacy data sets
Ops - 4
Next rental contract + Next system

JVO Stabiliz’i VO Integ Devel with HSC - PFS - Rubin
Wide-Field

) IDAC/RSP L = LSST Survey
Study : Rubin » W N — A ] [R4 N DR¢ ‘

Euclid -0 A fMaintain & Improve usability of = DR3DUbL DR 554 ? optional
Radio (adapting to ALMA WSU) (+X, [ puloiie

space) datasets tied to JVO portal

D

Radio Ops evel with Multi-wavelength Archive

l contract - Next system

II *Maintain & improve data analysis
computing pool for the community

MDAS - Data System
Analysis System Stabilizat*~-

SP Integration Devel

LSC - Data PFS data analysis
Analysis System Storage upd;:i-n

CPU Update Partial / Full Integration?




Current
Plan/ Hope

STARS/ New System int O
ADC-Subaru Joint
SIS Stabilization . o SOIEEPS » *Plan/Impl. STARS3 & Integrated

Ops  ° Integrated Dev SP Integrated Ops l_ Opt-IR archive for next decade
Stabilization prep for PFS data etc

SMOKA

Next Opt-IR
Arch STARS3

HSC - PFS HSC arCAhivei CC _Dublic Archiviac Lona torm Ops
Archives & SP Ops Trans * Maintain & Improve usability of D0 | Multi-A Archive Concept
. Subaru Killer-Legacy data sets - Integrate over these
S : . .
JVO Stabipliz’l y VO Integ Devel with HSC - PFS - Rubin archives with SC]enc?
ALMA/Rac” 4 Data/Func. Ext. VO Integ Devel with Next Opt |R ‘ Platform enforced with fast
Wide-Field IDAC/RSP L o LSST SLrvey T DB & VO protocol/APIs.
Study : Rubin N — « Computing facility to be

2024 | 2025 2026 2027 2028
Openuse2

(correspond to SRM#27)

Euclid

Radio

MDAS - Data
Analysis System

LSC - Data
Analysis System

2031 2032

*Maintain Opt-IR raw data archive

Design Pilot ( ps —

Impl.

Study Full Ops.

DI g DR2 DR3 [IR4

virtualized available from
. SP/archives

'?_J_- DRJpUDl]C UINT JUTd P uUpLIvHal
d

Openuse4

IDR1 /" Maintain & Improve usability of
' Radio (adapting to ALMA WSU) (+X,
evel with Multi-wavelength Archive

S & space) datasets tied to JVO portal ‘
l contract - Next system

System
Stabilizat’~~ Il
*Maintain & improve data analysis
computing pool for the community

SP Integration Devel
CPU Update Partial / Full Integration?

PFS data analysis
Storage update




NAOJ Projects supported by ADC Open-use System
(computing systems, shared procurement)
Openuse services from NAOJ projects supported by ADC computing systems

Primarily include:
» General research with observing data (DA - DP)

» ALMA (DP - DA)

» VERA (DA)

» RISE (DP)

» NRO (DP - DA + Observers VPN)
» Solar Data (DP - DA)

» Subaru Telescope + Okayama Branch (DP - DA)

DA : Data Archive
DP : Data Analysis Platfor




ADC Computing Components Supporting NAOJ Open-use Tasks

Data analysis systems
Subaru ALMA

Computer Rental/Lease Contract
Annual 170 M JPY (1.742F)

Data archives, transfer & storage

Subaru/ Oka NRO/
MASTARS Y | smokA | Jvo | Solar | ALMA | VERA | ASTE/
prORES | 2Ma VPN

In-house Computers &

SW licenses,
Environment maintenance
including complemental cost for
Rental/Lease

zo Million JPY (2000F73) o
ADC annual budget w/o Personal Expenses

HSC/PES i
Radio
MDAS + LSC Solar
~FY22: 200 M JPY (2/EF59)
‘ Now: <170 M JPY (1.7 1,%‘\F'355)i Common facility

Solar

RISE
VPN




Updating cycle of ADC computer system

Computer system contract renewal every 5 years, needing conceptual study by ~mid 2027

» ADC has taken a role to consolidate big computer procurement for open-use
services with observing data (archives & analysis) for multiple NAOJ project

» Consists of Rental-Lease contract and supplemental Inhouse-Purchased Syste

» Requires contract renewal (or big system update) every 5 (or 6) years
(Replacement) < The last update was in 2024.7

» |ldentify system design by ~2 years before the next contract renewal (-mid 202

(~2£ER0) (~1€E7Hh A7) (~1£ERD) (~9-7HA&i)
IRHAS X5 I IREAS X5 I\ THRERRTE | (LHE
Current Present Xi2MDIEET T || FEFHekia %ETEE% AL
Contract HFEEERET | (BRHEMESE RirEE
(2024.7-2029.6)
‘ Study / Research N D GaVA 2 B

(next contract) 2029.7

2025



ADC Annual Budget Trends for 10 years

» ADC budget (EEE Management Expenses Grant) is dominated by annual running cost for the open-use
computing facilities required for both ADC and NAOJ projects

» In addition to Rental-Lease contract fees, the running costs include: (1) Maintenance for infrastructure (A/C,
electricity, SW) ~ 20M JPY (~200073) (plus >100M JPY or >1{= for replacing old A/C & UPS’) (2) Refreshing old
computers (SMOKA - HSC etc) (3) Team working costs incl. equipment & travel expenses etc

Large transition to Inhouse-purchased system w/o

. ADC ueed © .50000 organization change and w/ continued budgetary reduction
tu'seth ONW Introduction of LSC
contain ! e 40000 MEXT Challenging to make
section (=current OA Acceleration necessary update of
|TS.O) 30000 Project H/W, development of
« Fair amount of ]
budget for A
20000
rental+purchased
system secured,
t00 10000
0

2015 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026
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ADC portfolio (capacity status for each project)

» Provided ADC Status in the previous slides,

Review demands from SRMs and place some immediate
comments from ADC perspectives
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Demands from 26 SRM Proposals to ADC (As of mid Nov 2025)

HINKAFRBERY b BEAEZ (P—H+a7 - #hr?) [DA] [DP]
KAGRA GridtBZERORAMIREE (CT]

ngVLA H—/)\—{R<F [CT]

LAPYURA FT5_EITRIZETE (BRATY —)LEE{E - 12%<DB4#8ZE) [DA] [DP] part of Mission?
TMT 933 - TMTS —SEIBRIE (DA]

BERRLREFRMCFEN S FE PFS SPEfE  [DA]  [DP]

B - R - BB - ERFREL ALMAWSU,ngVLADT —45 77— [DA]
ASTEILAIEUAl NRO/ASTEZZ—H-J  [DA]

ALMA2 BHL > 5 )LD#H#S X5 [DA] [CT] [DP]

9 (£52->3 SMOKA/MASTARS-STARS3/HSC/PFS/ULTIMATESS 77— H T, fRAFIRIEHES (DA] [DP]
MMAHLER BB — S FRATIRIE - B5R5I07—70-r J/SP [DA] [DP]
2=Zal—>3> EMEEHRSE (CT]

BN THZ SR B8t - 5 —507—H-rJ [DA] [DP]

JASMINE  f##fr - 2AFi5248 [DA] [DP]

KIMURILIREF T —5f#H/QA/Calib -+ 7 —47—73-1J/SP [DA] [DP]
BIREDH T—FT7—H-1T (SMOKA) [DA]

LST/ALLASTH T ZUH—RA F—57—H+17 [DA]

SCEXAO&TMT-PSI = —4 77 —73-1 7 [DA]

ELLTDA 188cm> —4 7 —H-1J (SMOKA) [DA]

2511145m NRO/ASTET —4 77—+ 7 (&) [DA]

GREX-PLUS F—%77—7-12/SP  [DA] [DP]

FE30MTHz 5 —47—H-J [DA]

KBILT7XERE T—F7—h+7 - 7—5FmRE (BIFKE) [DA]l [DP]
Solar-C > —~fEHIRIE (SWiBM) . =—~77—h-r7 [DA] [DP]
ABSEER (OoT - =ZE+) FT—F@AEE. 97 [bP]  [CT]

MMX + (EXONE2H05E  ETES A5 AMDII5 EIFERASE  [CT] part of Mission?

DA : Data Archive
DP : Data Analysis and/or Platform
CT: Computer Technology and/or Operati

@ Likely aligned with the ongoing ADC tasks or
existing expertise

- BIFEEOHEICEVED. FEEFTEDIRIAF
ED

Possibly aligned with the ongoing ADC tasks or

accommodated by extending the existing

expertise

* Note: Additional staffing and budget are necess

o BIFEAIBEASY JDEE - AF)LDOER THIGD
RN HDED

- AB - FPEOENMBERZ E(CIFFER.

No Symbol:
* Will require additional significant staffing with
new expertise, and/or budget Note: Additional
staffing and budget are necessary

« FUWRFI - BERZFOAYY I - FTEOERE
AR EEEBONDSED \

\



Close View (1) Demands from 26 SRMs
@1.

KRN KXATHE R Y b BHAEE (07—hHa T - @7 ?) [DA] [
KAGRA GridtgZ @ FHO iR E (CT]
ngVLA B —/){—{x<F [CT]

LAPYURA F]5 EITRIZES (BRAmY —)L2{m - 1R3%<DB#E%E) [DA] [DP]
part of Mission?

TMT 9733 - TMT—4S EIBHtiE [DA]

(B2 RRLREFER M ZE# HZE PFS SPeffE  [DA]  [DP]
TR - A - 1B - EREL ALMAWSU,ngVLADST —4 77— [DA
ASTEIAH1g& 8l NRO/ASTED7—H-1T  [DA)

ALMA2 IRL > Z)L DR X5/ [DA] [CT] [DP]

. F($52->3 SMOKA/MASTARS-STARS3/HSC/PFS/ULTIMATEZS 77— 11 ', A
RIS (DAl [DP)

. MMALER BB — S REITIRIR - BR5I07— -1 T /SP [DA] [DP]

HR>=alL—>3> EZ?/TEH‘&%E t8 (CT]

N

. mINTHZ 55T 8T - > —45 77— -7 [DA] [DP)




Close View (2) Demands from 26 SRMs

14. JASMINE ###fr - 23Bx#2 [DA] [DP]
A5, KFWELHEEF (WFSI)  —4###/QA/Calib - —45 77— /SP [DA]
@ 6. BAFEDI T —57—H-17 (SMOKA) [DA]
17. LST/AtLASTH O ZUH—~RA SF—57—H-7 [DA]
18. SCEXAO&TMT-PSI —4 77— [DA)
@19. [EILTDA 188cm7>—477—-17 (SMOKA) [DA]
A20. EFi01145m NRO/ASTES—4 77— -7 (8FK) [DA]
21. GREX-PLUS F—4~7—H-1TJ/SP [DA] [DP]
22. FEME30OMTHz T —457—H+17 [DA]
A2 KDL IXER T—57—hHA70 - >—SfnRE (B XE) [DA]  [DP]
24. Solar-C =—~#ZATIRIE (SWJLJJ[I) . T—45F7—hH+147 [DA] [DP]
25. KBkl (ODT - =E+) F—A#ERIRIE, o7 [DP] [CT]
26. MMX+ (IO, NE2405R  ETEMHES X5 LADILE EITERAIE [CT] part of Mission?




Number of SRM

35

30

25

20

15

10

SRM Demands for Space \

No explicit
demand

» Sum up to total 32 rack & 3 desk areas,
» 30 racks are for ongoing tasks + extensi
categorizedto S & M

» Electricity & A/C, Office space could be
challenging

Requests from 10 Proposals

4

3 3
B == ==
Impact S Impact M Impact L

(Likely within (Possibly by (Will require
ongoing ADC  small addition) significant
tasks) addition)

\



Space for computer room

» ADC runs 3 computer rooms + 1 small shared space
» South bldg. 1F & 3F
» Subaru bldg. 1F
» Shared server room

» In terms of Space, the above rooms could likely allow to accommodate
~10 racks as well as the ongoing systems

To allow working place for next replacement, capacity is not that large

» No immediate spare room for development team and additional
staff




Electricity and A/C Capacity Need More Careful Check

» Capacities still seem to allow some additional computers but
« UPS do not cover all circuits. Shortage of power circuits and outlets are always an issue
» Electricity (capacity+sockets+cost), A/C efficiency, and weight etc should be carefully discus

South Building (P8#) 1F |Used =~ |Total Capacity |Rest (<80%)

Electricity 20 kVA 140 kVA 90 kVA 15%
A/C 30-40 kW? 140 kW 70 kW 30%
South Building (R#) 3F |Used | Total Capacity |Rest(<80%) [load
Electricity 15 kVA 120 kVA 80 kVA 15%

15 kW? 64 (or 110) 35 kW 25%
_

Electr1c1ty 110-130 kVA 390 kVA 180-200 kVA 30%
130-140 kW? 230 kW 45 kW 60% Tight

Electricity 90 kVA? 120 kVA 6 kVA 75% Very Tight
A/C 30 kW? 86 kW 40 kW 35% 37



SRM Demands for HR (FTEs) Impact-wise
w.r.t. the ongoing ADC t
16

Number of SRM

18
16
14
12
10

o N B O

16

No explicit
demands

» Requests from 26 Propos

» Total 23 FTEs + alpha (un
more than half are align

6
4 .
Impact S Impact M
(Likely within (Possibly by

ongoing ADC small addition)
tasks)

) demanded,
e ongoing ta

Impact L
(Will require
significant
addition)



Services & Tasks Demanded

25 . » Duplications in a single SRM allowed

» Demands for archive & analysis domin

20 .
» Demands for ADC performing data anal
15 ~

15 S
10

5 4

0

Data Archive Data Analysis  General computer
& Platform Technology &

Operation \



Immediate thoughts to the demands (1)

Overall

» Detailed assessment with further quantitative inputs will be necessary, but
in short:

» ~Four(4) SRMs seem to fall within the scope of the current ADC operations
and could be handled with appropriate staffing/budgetary support

» E.g., services that could run in current open-use archives or data analysis systems
onwards

» A few more (~5-6) SRMs could be considered to co-work with the project
team by expanding ADC’s current expertise and capabilities, with
adequate additional staffing and budget are allocated

» E.g., expansion of database contents or processing functions from the current archives

» Others (-16) seem to be challenging/too demanding only based on the
current ADC resources (staff, computers, operations and knowledge basis)

» E.g., data utilization in new wavelengths, mission-oriented time-critical development
etc \




Immediate thoughts to the demands (2)
BSOS L &Rl - SH{EDREL

» For implementation of archive functions and operations, FTEs (0.01 ~ 0.17) may be underestimated in
some SRMs. AEZEABEMNB/NFHESNTVWDIHZEN DD, —7H. KESVFTEDRRIEHBAIE DT OF MV E.

» The current ADC is not large enough to simply accept newly assigned tasks (especially that require new
expertise) within the current resource, even at 0.5FTE leve. IRIEMADCOASI TI(IFTRBZE B (CEIFEAFILIC/A
UVEED) DEEFERSZITANUIEE LU

» It would be practical to collaborate with ADC by providing personnel and resources from the project. =
O 0 MBS BANEFEZHUTWEIZWTHRE LU TULZIZ < DOHIRER

» At least during development and early operational phase, might be good to form a joint ADC+proposal
project (with additional staff & budget) to address the target demands. €DK D(C U TIZE EIFRFDADCE L
TOF—L%={Fdolaett

» Establishing the long-term operations with proper organizational structure and budget is a challenge
(common to any project). REILEAHDREUFWLDERE.

ADCODSRMDHPTDsEl

> AIODC aims to gontri_lgute to the release and utilization of multi-wavelength astronomical data (e.g., =—7%
MU — - =% A/RUZ—) | but given our limited resources (expertise), we could only respond to
the demands by pivoting around the current tasks to maintain.

We will continue to discuss the ADC’s roles in SRM, and appreciate the community’s and NAOJ leadership’s
endorsement to address what to be accommodated in priority ADCA'SRMODAZHA CRIICIFIE S NS DM
=325+ - NAOJTER D52 2T h SiEEl & Zam U CTu <

How to proceed with next system procurement / conntract is also an issue to discuss. REi= X5 /s ADC
DL > A )RS TEN LR O TEEEEERN N E \

41



Additional information necessary for further
assessment

A bit more inputs such as following would be helpful for feasibility assessment:

» Data Sizing & Computer Sizing
» Data production rate & Entire data volume, Data processing cost
=> Sizing/Performance of Computers, Storage, Network
» Target Operations
» Data backup plans
» How/who and where to process and archive data

» What to do with “computer construction” and “computer operation”

» Target functions of “data archive”, “database”, and “data analysis”
» How to achieve those functions

=> Roles of center(s) and projects, Staffing



Some comment on “Prospects for Resources”

» HR & Budget - no good idea in short-mid term & desire strong endor

» Each of ongoing services is maintained by 1.5-2.5 FTEs, w/ HR being stretched
very limit. BIFP—EXDAEEGFETDETODTEENICARE

» Even personnel requests to compensate for these staffing shortages are
difficult by ADC initiative only EBINAFECKDIEEECADCEADEITIFEL L

» More assessment is necessary for demands for computers and manpower

» Space - maybe acceptable, but require assessment of demands for
computing resources and operation

» Office space is packed

» Electricity and A/C - possible consideration
» Updating old equipments is suspended - risks to increase mission-critical H/Ws.
» Electric charge has been a problem
» UPS and number of circuits are often short




Thank you very much.
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