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Background of This SRM

>

RBERAGTEOEZ (CKD. BRFEERE - > —YDMEFFITHITE(C/RD.
T—YERANDEFFEFD. HEORFEE - SmET—Y1v bOKRE - BiehEEI(C,

Big projects lead to precious expensive telescope time & increased data value -> requires
strategic effective use of data

Desire for data archives and processing platform (Science Platform) to share and utilize
important data sets in various science cases

Data quality & longevity are another key -- how to create data and how to store utilize them




Why ADC participates in SRM

» We are part of you:

» ADC have been and want to be part of the science community, rather
than just receiving the community demand

» We are open:

» ADC aim to join and begin communication with the science community
in an early stage for productive openuse & data services

» We are motivated:

» ADC want to identify our current strengths and expand these assets to
boost and contribute into as much scientific demand in coherent ways as
possible




1. Summary of Proposal

» JOZT O MEALL., BRiFERH - - —YDMEEFEED -> KRB Y I
7-’9%?&7([@%']‘}%)5@_6‘é‘%?ﬁLﬁﬂﬂb\ﬁ&Jbﬂé

Big projects lead to precious expensive telescope time & increased valued data

Desired to form a science platform to share and utilize important data sets for
various science cases

» Maximize the outcome from each project
» Enable data science activity by the community

> ZIRE - BFRIIOKFUEERIT —YH 5, FEHOBSEEL - MMEBORRGEL - BirYE
FKOEIRICIED,

Multi-waveband & Multi-epoch data - Cosmic structure formation evolution,
matter/objects formation and evolution, physics of dynamic-variables/transients

» ADC(IERFH —EXRXEZDOMAH A (CHEE - RRITE. fIRABIZFEEHEI(CEN UTZ5%E
ZERIFTE TN

» ADC maintain and strengthen the current services & expertise to design global picture
of the future data service platform to assist the community’s sciences
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2. Science Goals

Pursue
« Structure formation & evolution of the universe & matter/objects, and ori
physics of dynamic events including variables/transients
* By exploiting value of key multi-band multi-epoch data sets with quality as
shared on data analysis platform for various science cases

Data Quality

Multi-Epoch
( Time-domain,

Variables, \oving,

)

Transients

Multi-Wavelength {89
(X, UV, Opt, IR, Radio) By, Q7R
Energy & Shape, spatial diStI’ibUtiOﬂS < A Data sets from various facilities \




3. Scientific Objectives

» ADCDTEY —EXZLZEN (CHET - RESE. ENSZBHEN(CHAS
T—AHRBEEZERLERT OO bOUA IO ADERRZBIELUE

- Securely maintain, improve, and bind ADC key services - 1) Data archives wi
quality assessment, 2) Processing environment, 3) Science-ready data servi

- The combined service forms a Science Platform (SP) with value-added user
interface

» The prospective platform should

» Hold and access important & high-quality datasets from various facilities in wide-range o
wavelength, and cooperate with external data services

» Provide tools and user-interfaces + processing resources, enabling data science and minin
for large-scale multi-wavelength and time-series data sets

» Comply with a world-standard data science usability (Jupyter, container, tools) and
protocols (such as VO)

» ADC aim to study necessary technical components and develop organization
and systems, to effectively contribute to future projects in a timely manner

\




ADC Current Data Services and Expertise

« ADCOHEBEFIAY—EX 1) T—H7—hHA7, 2) @iiEtE#RE, 3) > —YFHERE
ZHFEERU TS
- BHEEZNZTNOBERNICIS U TR (CHFE - FIRSNTETLD

« ADC runs openuse data services (data archives, computers, data utilization platform)
« Being developed and used in a rather separate way

9 Data - operating

Data Archives

Advanced Platform
- Operating/developing

oo

oy

)

- Science Products
!m STARS | SMOKA Platform

HSC/PFS/Subaru2
. . . JVO Rubin / SP
» Raw (& Products) Data Storing & Distribution

- Securing Data Reliability & Adding usability/value Pata production for Science-ready products
Have these 3 in place

Processing Environment - operatingv | 1) Science-ready data sets & Databases

2) Processing resources
3) Data science tools
« HSC data ~2-3 PB, 2800 users, 20-25/yr

= <>y
< o ’

Data Analysis Systems
(MDAS, LSC)

- Computing resources (2800core, 9PB) &%
» Data analysis software
» 320 users, 80 papers/yr




STARS/MASTARS/SMOKA/HSC data archives

» STARS/MASTARS

» Hosting all raw data from Subaru Telescope

» HSC

» HSC-SSP and extending to public data

» Cooperating with Subaru » 2800 users, ~2-3 PB, ~20-25/yr

» 500TB+ data
» SMOKA

» Hosting public data from Subaru & domestic opt/IR telescopes
» 250users, 700TB~2PB, 10-15papers /yr

Hyper Suprime-Cam Subaru Strategic Program

Publc Data Release

Home Survey Processing Database  AvilableData  DataAccess  FAQ

Data Access (PDR3)

Notes on User Registration

online CASSearch  Schema hscMap

ROGIStTAtion o, Browser

hscMap Tool View Frame Dataset Bookmarks Background Analysis
STARS 2.6 Archive - 'STARs Archive’

Subaru Telescope Observation Data

SMOKA Archive Advanced Search

Query and Download Click here for SUP Search (Suprime-Cam data Search). SSP Color

none I p Click here to know how to search.

0 || dater 20240117 18142 HST

Mixer: SIMPLE RGB
“The new data download system, STARS 2, is very, very useful.
- a real observer
Tutorial - How to use STARS

[ Subaru Privacy & Logging Statement ]

Search Conditions

; ; ject Name (for name resolve Resoly
HSC Observing Logs - HSC Onsite Ohject Mame (for tanae o ) ]
* UH Pl email it #simeap Oneo  EEEEE
trouble 10-2023  Lesn [ | Don't Resolve
STARS strips Password:[ |
e (5] Coordinate System copy/paste to
ogin i
B USMYSTARS (0 oy s subarun Eaugteng ® Gty [Feemn] [] Badius(arcmin) 5
Yourkost:  sQuery £ R -
TARS w T Smeotsore Eoitnge copy/pastato o object_id
T | Fram | | T
STARS2 Notices to Users ! To (RA) i
10/14/2021 Proprietary Period Mods for IRD-SSP 01/21 - 07721 Figld of View Catalog List
022612021 Propristary Period Mods for HSC-SSP PDR3 09/19 - 01/21 ; 2 =
02/17/2021 Extension of Proprietary Period for IRD-SSP 09/19 - 02/21 {arcrmn) H?C'angle = To [Dﬂ }
01/05/2021 Extension of Propristary Period for IRD-SSP 06/19 - 0719 2o W = @ Name # Color Marker | ~ @
12/15/2020 Extension of Proprietary Period for IRD-SSP 05/19 - 07/19 Pp JL-}
07/30/2019 Extension of Proprietary Period for HSC-SSP 02/18 - 06/19 " dr3 dud 53q "’ _'l CIRCLE ~ n [}
01/29/2019 Extension of Proprietary Period for HSC-SSP 01/16 - 01/18 = P e e pdr) dun £3) - = M
04/041218 Extension of Proprietary Period for HSC-SSP 02117 - 08/17 Observation Date Observer

T7AILER e naRE S sample.csv

https://stars.naoj.org/

htfps: / /smoka.nao.at.jp/

https://hsc-release. mtk.nao.a.jp/




Facility
AKARI

ALMA

ASCA

ASTRON

Boyden Observatory; Bloemfontein; South Africa

Boyden Observatory; Bloemfontein; South Africa
cs0

Chandra

Chandra

Chandra

DsS

Herschel

Herschel

IRAS

IRTS

IRTS

La Sils; Chile

Landessternwarte Heidelberg-K?nigstunl, Max-
Plack-Institut 2r Astronomie Heidelperg, German
Astronomical Virtual Observatory
Landessternwarte Heidelberg-K?nigstunl, Max-
Plack-Institut 2r Astronomie Heidelperg, German
Astronomical Virtual Observatory
Landessternwarte Heidelberg-K?nigstunl, Max-
Plack-Institut 2r Astronomie Heidelperg, German
Astronomical Virtual Observatory
Landessternwarte Heidelberg-K?nigstunl, Max-
Plack-Institut f?r Astronomie Heidelberg, German
Astronomical Virtual Observatory
Landessternwarte Heidelberg-K?nigstunl, Max-
Plack-Institut f?r Astronomie Heidelberg, German
Astronomical Virtual Observatory
Landessternwarte Heidelberg-K?nigstuhl, Max-
Plack-Institut 7r Astronomie Heidelberg, German
Astronomical Virtual Observatory

MSX

Mount John Observatory; Lake Tekapo; New
Zealand

NRO45m

HuSTAR

Observatorio de Fisica Cosmica; San Migue)
Argentina

FTF

ROSAT
ROSAT
RoBoTT

Spitzer
Spitzer

Dataset ID ?

Image data collected by other facilities

Instrument
FIs.

cisz/EIE3

Astrograph (ten 10-cm Tessar 6
cameras)

Ross-B 3"

BOLOCAH

AClS

ACE

ACES

photog. plate

FACS

SPIRE

RAS

FILM

FRP

ESO 1-metre Schmidt telescope
Calar Alto (483}, 1.23m in
Cassegrain focus wicorrector

Calar Alto (483), Schmidt

Heidelberg Koenigstuhl (24), 72cm
Walz Reflekior

Heidelberg Koenigstuh (24),
Bruce Astrograph

Heidelberg Koenigstuhl (24),
Wiolfs Doppelastrograph

Wax Wolfs residence in
Heidelberg, Maerzgasse, Wolfs
Doppelastrograph

WsX

Astrograph (four 10-cm Tessar fi6
cameras)

FOREST

FPMAB

Astrograph (sbx 10-cm Tessar 78
cameras)

ROSAT PSPCE

ROSAT PSPCC

Robotic Bochum Twin Telescope
(RoBOTT)

RAC

WIPS

Data ID ?

Number
4

216

21

75
13
104
76
30
20
7

3
13
[

VO Search Result

Object ?
M17
_Object List

M17

M17

M17

M17

M17

M17

all

Download
all the
checked data

WO Search
QL by PDF
Download
I

VO Search

QL by PDF
Download
FITS WebQL
WO Search
aL by POF

Download
FITS WebQL
WO Search

QL by PDF

Download
FITS WebQL
V0O Search

QL by PDF

Download
FITS WebQL
WO Search

QL by PDF

Download
FITS WebQL
WO Search

QL by PDF

Download
FITS WebQL
V0O Search

QL by PDF

Download
FITS WebQL
VO Search

QL by PDF

QL image

S2x52%2048x1

S2x52x2048x2

R
i ﬂ,il-n‘-n H\l‘ i

S50x50x2048x1

18h18m13-16049M53 1
€ | s Se2EllT 274,556 -16.831

|
18h18m12-16049m53 1

€ [ spwo CUBEI 274 554 -16.831
' 18h18m12-16049m53 1

m = m

€ | SPWo CUBEXXYY 274554 -16 831

J |
18h18m13-16d49m53 1
[y spwl CUBEL 274.554 -16.832

|
l 18h18m13-16049m53 1
] £ o CUBEXXYY 274554 -16 832

' 18h18m12-16049m53 1
i [} | spw2 CUBE.I mie- m

274554 -16.831

DEERERSER

Pix scale
ASEC X asec
X (kmis | kHz)

5.6x5.6x15.26

5.6x5.6x15.268

5.9x5.9%15.26

Freq
range
GHz

152788

115.2476

1152788

115.2476

1101785

110.2097

1101785

Radio Archive & JVO for public Radio/X-ray data

ALMA; Nobeyama-45m, ASTE reduced FITS data, Gaia -> expanding to X-ray data (Hitomi, XRISM etc)
QL with FITS WebQL, VO Search
Developing spectrum fitting

256 users, 650TB, 5-15 papers/yr

Filename

M17.spw2.cube.lsd fits
M17.spw2.cube }XYY.sd fits
M17 spw3.cube | sdfits

G21.5-0.9

2016-03-20 14

a: 18 33m 33

8: -10° 34' 2.0"
18 count(s)




Synergistic Links of ADC Data Services (Inter
« INSO7VY—-EX - F—FERZEAICL. BARMEDSWT—5FI> 7 Y7 E
- ENSZEBHNCHHUDITRESIED ZEMERAREUL T D7 —FERDRE
« Key to successful application of future large-scale data sets will be to productive integrati

the existing data services, collect/produce reusable datasets, and expand them (based on
assets and expertise)

Data

Easy access & QL to Original data
- Light computation & measurement on interesting objects

Data Archives

STARS ‘SMOKA A Y
Advanced Platform ‘ LA\
Science Products . .
Platform Various scie
Efficient data uction & calibration Cases:
Ejgi/n PESS/:“baruz Data scienc
Data mining
Processing Environment ‘

Large-scale data reprocessing
- Heavy computation & measurement on interesting objects

Data Analysis Systems

(MDAS, LSC)
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Synergistic Links of ADC Data Services (Exter

HERIZEEDA>A—TJ1—X - JOMIJVICENL T, EBST—4 - EEH SEE) - 1774

Connect to important datasets and data archival centers/services, to broaden the bounda
datasets and functions and achieve seamless utilization of multi-band multi-epoch datasets
even cooperations

/@) Data \

B+ @D DARTS

Data Archives

STARS | SMOKA

@ Advanced Platforn

‘ Science Products >
Platform NANCY GRACE
RCMAN

HSC/PFS/Subaru2
Processmg Environment

Data Analysis Systems
(MDAS, LSC) /




4. Science Investigations (1)

> ADCOHEFRIAEEERBEIR DO HUTORENHDET

For reliable stable services, ADC have to address the following
objectives for the coming few years (2025-2028), and stabilize them i
several years during the next mid term (2028- onward)

A) Design and develop Next-generation ADC archive (Subaru, Domestic
Opt etc), as well as maintain/improve existing archives (JVO, Radio

B) Establish Science Platform for HSC/PFS and beyond (for extension)
» Producing/Improving public data products (e.g., SSP data) as a legacy archive

» Extended application for Euclid/UNIONS, Rubin data sets - form study group?

C) Update Open-use computing environment (especially LSC and next
big computer replacement at 2029)

\ 12



ADC Next-gen Archive - Study for Subaru/OptIR ca
» &R (—51MHE) E7—HA W —F—LATREFRL - RIFI=Z1 551 &8
CDI—DEFTIVEIRARIERT—FY MM UTER LTV,

Cooperative single workflow from Project/Observatory to ADC throughout the data lifetim
(proprietary to the public release)

» Curation/QA by proper data validation (health/quality check) in each node
» Feeding users demand and adding values to data sets

» Technical Objectives
» Common metadata scheme for data representation & any modification history  (X&1&HOLLE(L - DBE%ET)
» Storage planning with data compression, transfer, (X hL—= « F—HEHE - SxEST —SYRETHEH)

» We would like to expand this idea for all wavelengths & projects
ADC

Observatories Observers

15t Validation (Short) Staff 3rd Validation (Mid-Long)
& - Health check
* Observing Info

—

Same Validated ': <

Dat TR ﬂ * Re-validation & feedback
* Quality check / value add

- Same Validated
Data P ‘\:L!' .
N\

— -~ Archive
. _— Meta Data — users
\!—/‘Ll Mod. Record \

Proprietary / Short-term
e . . . archive
A 2nd Validation (Mid) ~

/ . N
Observation  ° Quality check




Science Platform Concept

» Provide efficient analysis environment & tools over the science products
on allocated computing resources from remote w/o moving data

» Provide various interfaces: Python (Jupyter-notebook), X desktop access
file sharing etc

» Prototype for HSC and PFS and will be applied to Rubin and other extensions

NAOJ network

® Userl o,
Access - \ N"
™~ Analysis i\! Catalog Database (HSC-SSP, ..)
"\ Session N .l I
PY Analysis Image Files (HSC-SSP, ..)
/ Session
-_— =
User 2 \.. Other Computing Resources

) : CPUs, GPUs, Storage areas)
- - Multi-wavelength ( ! !

) i Virtualized Cluster i, 2
Processing of catalogs (and images) Data Archives (LSC-MDAS, ot/ ol

through Jupyter notebook + Python APlIs (SMOKA, HSC/PFS, Euclid, Roman, ...) \




Snapshots from prototype with HSC-SSP

NAOJ Science Platform Hisanori Furusawa

1. Post Query & Command

Applications

def map(patch):

QuickDB
LJ

T Jupyter is an interactive Python execution environment for data analysis. It
Jupyter | comes with pre-installed packages and integrates with Nextcloud for storage.

def reduce(a, b):
Nextcloud is a web-based file browser that allows you to manage files through
000 a web interface. It offers a PC client app for syncing storage with your local

G disk. You can also configure sharing settings to collaborate with others.

3. Return Result

HSC-SP provides 1) computing resources in ADC,
2) Jupyter-notebook |I/F for data query & processing,

. : , C . QuickDB a columnar federated database, capable of fast search
3) Eff1c1e.nt file sh.armg mechanisms: Inter-operation (<2.5sec for 800M rows) and MapReduce-driven complex query
w/ various archives in the plan

.-

\ A Science Application to find close pairs with similar colors
Jupyter I/F offers easy access/analysis of cats & images by a QuickDB query, obtaining 87k pairs in 5sec for 500M rows.

ith Python APIs and interactive HIPS viewer hscMap. Optimal tools for various science cases to be developed.

2. Distributed Processing

import hscmap

w = hscmap.Window()
w. jump_to(178.06569503219896, ©.5213616148402609, 0.02)

OpenhscmapWindow, | | ) <cataneg
And go to the specified location =

import hscmap
import hscdata.sql

ses 00
sql = "'*SELECT % ..."""

uuuuuu
wimthscmapawindow() e CCrsmecTsom. RISTE osne; st e
res = hscdata.sql.pandas_read_sql(sql) -
w.catalogs. from_query_result(res)

Query object catalog, and
Plot them on hscmap tab

Ploting objects

e 0 0 ® Pyion s loycama) e

15



4. Science Investigations (2)

> 4(1)DADCH — E B LR ERE(CEDIZ LT, TNS%E)
L. ZiRE - BRI —5DFERZHET SSPIEEZED D,
BART—4 - JOST U NEOBEWREREBIET (T—%
A - BIEREEIRS X7 LADER)

On top of the success of those objectives, we would like to

» Form a standard platform by combining the aboves, and
promote data sciences with range of multi-wav/epoch data sets
(targets, e.g., multi-messenger, time-domain)

» Pursue effective cooperation and unification with external data
services (CDS, CADC, ..) Space, Radio, X, (Gaia, ALMA, Nobeyama,
VERA, JASMINE, SKA, Hitomi, XRISM and so on)

\ 16



Technical issues for the second part

» BRI AT IMBEDIZHLUL T DKL DIRERB(CHDED
» System resources and structure -> use cases required
» Necessary computing (CPU, accel’tr) & storage resources and how they will be

» Data Searching / Retrieving / Analysis Tools & I/Fs -> use cases requir
» Get images and catalogs across wavelengths at given coordinates or by hame
» Tie time-series images or measurements, perform data fitting
» Tie calibrated data/info with raw data
» Associate quality information
» Combine VO protocols/APIls and Other useful APls

» Authentication, authorization, access control
» Database technology for large-scale catalogs & CasJobs/MyDB functions
» Storage & compression technology for data storing/backup & workplace
» Data transfer technology & network configuration

\ 17



5. Instruments and data to be returned

Throughout this activity, we will

» Secure the open-use ADC data services (archives and computing
resources)

» Establish multi-waveband data archives enhanced with a science
platform capability for the community

This is an activity that will assist science cases for the Japanese-
community, while motivated by the current ADC expertise, although
some collaboration with other countries for cooperating with extern
datasets and data centers



6. Originality and international competitiven

» International Situation

» SPs are being developed in various ongoing/planned US/Euro-led big projects

» Canada (CADC/CANFAR) operates a SP involving archives and computing environment on top of V
services including VOSpace storage

» Rubin, Euclid/ESAC (likely Roman, US-ELTP/TMT) are developing their own SP as a primary place f
delivering and analyzing survey products

» SKA is developing distributed data services and SP capability in each regional center

» ALMA regional archives are VO compliant and also independent efforts for utilizing science products
are being formed (e.g., SDRP).

» US STScl MAST, IPAC/Caltech/JPL are capable of various archival functions.. And so on.
» Strength and competitiveness

» We can construct a data set (including key data from Subaru, ALMA, and other wavelength
facilities) & data analysis tools optimal for the Japanese community’s sciences HAR®D

EIRDT—HZFILNCHRORF(TEDIET —FIBENTED
» We can locate such data locally in Japan for efficient data access and in-depth analysis
EINHLR(CT—AZHF D & (REFENT/R E ST —FFI A D RE THHM TIRD

» Seamless connection to the domestic & international services and data contents will still
be important to maximize the science outcomes [EMX - B%MﬁFaﬁ@T)ﬁﬂ(iE%“@@% 0




/. Current Status

» Technical challenges
Some described in 4. Science Investigations..
» Maintain and enhance the current services (MDAS/LSC, OptIR/Radio archives, JVO)
» Overall system design - Computers, Storages, & Network (esp. for 2029 replacement)
» Databases, Functions & Interfaces, Tools etc.

» Preparation status
» Updating the computing system LSC - from now
» Designing discussion for next-generation archives (starting from OptIR) - just started
» SP prototype for PFS, HSC, Rubin - ongoing
» ldentifying use cases for various science cases in multi wavelengths/epochs - from now

» Status in NAOJ (same as above)
» Budgetary situation is severe and constructing ‘advanced platform’ is on a best-effort basis

» Plan to form a study group for Euclid/Rubin SP/Archival efforts

BETFEEBIFY — EXDHIFE T THEU SHRIMEOH DEIZEN U CTED D FHEL VIR
Jto Advanced platformAZpl (I EFEEIRITEE N T I EEFH CEEfRZESDH TULVD, 20




Premature 2025 2026 2027 2028 2029 2030 2031 2032 2033 2034 2035
RERT7 — -1 TJH :
. FIFE ;
&R ) %)JHHLFHNHEJ_FH
_ _ : hHﬂn’rﬁifAzUjI/ 7\ :
SPEAFEEH HSC- SP%)JHEJ_JEvazIs:_JEﬁ Rubm%@ %7 —5. EEL/EZJ —ph+ T - VODHEE SO Té:uft%ﬁ
PFS SP%)JHHL}EE — .
~ HSC+PFS SPOORHE %&7 HhAT - JVOCODL}EGDE Eﬁ%fvnjﬁ
muww«mm%%LT 9+%&%; 9:>?>u¢m-vi&§ '%LT @ EET— @@%ﬁma:>?>u¢&?¥ﬁ
SRR BT B '
LSC&X?AE%
. LSCS 27 LEREEL
- D Asl_ﬁﬁ T : _ LSC - I\?\DAS)T\,HH\}X?AE%NE;EE}W t
}ﬁﬁj(_]‘rj'j‘/r JVOiE HsC - PFS Rubm%'/\ODFC\FH EE&%T" &EE}%G)@E (;dm\g,;gzﬁ .gﬂg%yu/\mﬁéﬁﬁm}mgﬁ
T3 hCh - :
MDAS/LSCHNS DT — 1 THIFE - BIFe~EF | |

5 — S F ARtF

EIEDBRIR - F—H A T R —JLBI%E

ENBEVSRHE - BRIADERDIE

Gaia, ALMA, TR XK/ & DT — 58 « S X5 1848

JASMINE, SKAEHNS R 5 s B HEDIR

Study of use cases and system designs have to be done by the time of developing the next computer update plan in 2029
Or within the current mid-term. Next mid-term will be spent for implementation




8. Cost assessments, budget line and status

Very premature. To be updated

> H<ETERNREFADCRDHE T DRBEZEEZICED, BESTE(FCDT S|
KAZ1514 DFBZINKRLUZ_ ETNAOJDETEID—IRE U TCRESNDED ELE

» Note that ADC will also receive community’s demands and develop the NAOJ plan

» We roughly estimate a total cost necessary for maintaining the current services and
enhancing & integrating them into the advanced SP services =
350M JPY or 3.5{&F/year

» Systems~150M or 1.5{&M/yr, Electricity~25M or 25005, HR~170M or 1.742F3/yr (~14 A3EHN)
» Assumption
» Minimal operation costs for computers (or purchased commodity products)

» Based on only the current services mainly for OptIR+Radio archives+JVO

» Already largely exceeds the current ADC regular annual budget ((EE&3Z{J<) mostly spent for
openuse services and already short

» Enhancement for Radio/X and other missions would require more staffing and resources, e.g.,
~0.5-142M/yr for each archival services

» We will seek external grant (10-20M <<100M/yr) for some scientific collaboration part e.g.,
Rubin/Euclid for a limited term, but most of the tasks will need more continuous support by the
BEBorKEEFER \ 22




9. Project organization

» ADC (currently ~2 people) will be responsible for the entire activity,

» Hopefully, each observatory or observing projects will support data
delivery, data curation (QA, calibration improvement), and data
processing etc in a common workflow between ADC and the
observatory/project

» Ideally have experienced a few science+engineering staff + junior
members for each observing data or key data service as a cross-
appointment to ADC’s team. This is to run the archive service as a tea
with close links to the individual user communities, and foster data-
experienced scientists & engineers

» Will need to consider cooperation across related NAOJ projects and
centers to accommodate necessary resource and activities.



10. Why NAOJ

» Data rate and complexity of data handling are rapidly increasin
the future big project, while the importance of data managem
and utilization are also crucial for their success

» Assume: NAQOJ is expected to the most efficiently collect the
important datasets from Japan-wide projects and set up a data
science platform for the community, and serve as a point of
contact for international projects

» ADC is the best and natural place to investigate the optimal data
services (data storing, publication, and utilization) for the NAOJ &
the community under the current organization

» At the same time, we need to cooperate



Summary of Proposal

» JOT O MPEXREL. ERFERMH - T—YDIMEBEFEFRD > KLY T2
IF— Q%':E—KBE%UE)EH_C%% Lﬁﬂﬂb\?@bﬂﬁ

Big projects lead to precious expensive telescope time & increased valued data

Desired to form a science platform to share and utilize important data sets for
various science cases

» Maximize the outcome from each project
» Enable data science activity by the community

> ZIRE - BFRIIOKFUEERIT —YH 5, FEHOBSEEL - MMEBORRGEL - BirYE
KOEIRICEB D,

Multi-waveband & Multi-epoch data - Cosmic structure formation evolution,
matter/objects formation and evolution, physics of dynamic-variables/transients

» ADC(IERFH —EXRXEZDOMAH A (CHEE - RRITE. fIRABIZFEEHEI(CEN UTZ5%E
ZERIFTE TN

» ADC maintain and strengthen the current services & expertise to design global picture
of the future data service platform to assist the community’s sciences
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