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Abstract

We review some of the major achievements of celestial mechanics in the twentieth century, and discuss some

unsolved problems that are left to the twenty-first century. The four major research fields in celestial mechanics are

treated: dynamical systems, three-body problems, solar system dynamics, and numerical methods. Over the past

decades, celestial mechanics has become extremely specialized and categorized along many trajectories, from purely

mathematical to quite practical points of view, as well as in what has involved digital computer innovation. These

various ends of celestial mechanics sometimes exist in isolation, losing their connections with each other. The purpose

of this manuscript is to find clues for rediscovering connections between each of these fields by listing some of major

achievements in hoping to find new paths for celestial mechanics in the new century.
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1. Introduction

This manuscript represents our effort to summarize
some of the major trends in celestial mechanics in the

Corresponding author: ito.t@nao.ac.jp (Takashi Ito).

recently ended twentieth century. Not only celestial me-
chanics but the entire field of astronomy has evolved and
drastically changed over the past one hundred years. To
commemorate the beginning of the new century, we ven-
ture this review of the history of celestial mechanics in the
past century in order to identify new paths to explore in the
forthcoming years. It goes without saying that we possess
neither sufficient knowledge nor experience to thoroughly
review the celestial mechanics of the past century. Neither
can we predict its way in the new century. What is written
in this manuscript is our recognition and anticipation of
the past and the future of several specific areas of celestial
mechanics in which we are interested. In this sense, our
description may be biased toward the authors’ favor. Long
before our attempt, V. Szebehely (1997) stated Open prob-
lems on the eve of the next millennium. Though the scope
of our manuscript is not as large as the next millennium,
we hope our attempt serves as a milestone for getting clues
and opening new frontiers in celestial mechanics.

Major flows in nineteenth-century celestial mechanics
converged at H. Poincaré. And major flows in twentieth cen-
tury celestial mechanics diverged out from G. D. Birkhoff.
The stability analysis by A. M. Lyapunov, which he started
in the late nineteenth century, also grew into a large flow
in the early twentieth century. These three great masters
established many of the fundamental concepts of modern
celestial mechanics—integrability, convergence of pertur-
bative developments, normal forms, stability of dynamical
systems, and so on. In the 1940s, C. L. Siegel worked on the
singularity of the three-body and small denominator prob-
lems. Based on what these researchers had established, the
research of dynamical systems in the 1950s and the 1960s
produced the greatest achievement of celestial mechanics
in the twentieth century: the Kolmogorov–Arnold–Moser
(KAM) theory. Later this research flow morphed into the
investigation of chaos phenomena, thanks to the develop-
ment of computer technology.
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In the first half of the twentieth century, after Poincaré
and Birkhoff, celestial mechanics flourished in a variety of
forms. The understanding of planetary motion in our solar
system progressed, led by the development of accurate per-
turbation theories. The progress of planetary perturbation
theories stimulated the search for the ninth planet, result-
ing in the discovery of Pluto by C. W. Tombaugh in 1930.
Research on major and minor planets alike became one of
the central issues of celestial mechanics in this era as astro-
metric observation became increasingly precise. Motivated
by the identification of asteroid families by K. Hirayama in
1918, the quantitative research of asteroid dynamics began.

The Soviet Union’s launch of the world’s first artificial
satellite, Sputnik in 1957, turned out to be one of the most
significant stimuli for celestial mechanics. This epochmak-
ing event marked the start of the space age, and owed much
to the development of advanced technology. From the view-
point of celestial mechanics, Sputnik represented the tri-
umph of Newtonian mechanics and perturbation theories.
Theoretical studies of the motion of artificial satellites made
great advances after Sputnik’s launch.

As well as to many other fields of science and engineer-
ing, the development of fast computers has made an enor-
mous contribution to celestial mechanics, replacing the nu-
merical studies by hands (“human” computers) that had
already started in the early twentieth century. The use of
electronic digital computers for numerical studies in ce-
lestial mechanics began in the 1950s. At first, the general
three-body problem was targeted as an example study us-
ing electronic computers. Regularization methods that had
been initially devised for theoretical purposes have become
important since the 1960s. The techniques of regularization
partially overcame one of the biggest difficulties in celestial
mechanics: collisions. Computers are also used as instru-
ments for purely theoretical research. For example, devel-
opments of dynamical theories were enhanced a great deal
owing to the detailed numerical survey of phase space.

The progress of numerical study in celestial mechanics
owes a lot not only to the development of computer hard-
ware, but also to sophisticated numerical algorithms. A va-
riety of numerical integration schemes such as the Runge–
Kutta methods, various predictor–correctors, the extrapo-
lation method, and the family of symmetric integration
schemes has contributed greatly to the progress of numeri-
cal celestial mechanics. In the 1990s, the knowledge of these
numerical techniques was combined with that of Hamilto-
nian dynamics, resulting in a totally new type of numerical
scheme: symplectic integrators.

Digital computer technology yielded huge innovations
not only in the field of theoretical computation but also in
the area of advanced engineering of astronomical observa-
tion that has given celestial mechanics a substantial stim-
ulation. For example, detailed observations of solar system
objects such as asteroids, comets, and the trans-Neptunian
objects including the Kuiper Belt and the Oort Cloud ob-

jects have helped solar system dynamics achieve a huge
progress. A number of spacecrafts with cutting-edge digital
technology have explored the solar system objects, giving
us precious information about the dynamical nature of our
planetary system. In addition to this, the recent rush of dis-
coveries of extrasolar planetary systems, owing to the devel-
opment of new observing technologies, has significantly ex-
tended the field of celestial mechanics since the mid 1990s.

Bearing this background in mind, from the next section
we review some of the major achievements and remain-
ing problems of twentieth century celestial mechanics 1 .
We have categorized the major fields of celestial mechanics
into four parts: dynamical systems (Section 2), the three-
body problem (Section 3), solar system dynamics (Section
4), and numerical methods (Section 5). Section 6 presents
some discussion and concluding remarks. We are fully aware
of our inability to describe several important topics such
as relativistic celestial mechanics, boundary area to stellar
dynamics, current progress of artificial satellite theories,
observation-related research of near-Earth objects, detailed
description about ring-satellite dynamics, and many other
fields. This ignorance just reflects the limitation of our abil-
ities and experience in these fields. We have noted major
missing topics and their importance at the beginning of
each section. Throughout this manuscript, we would like to
provide some thoughts and questions for our readers: What
is celestial mechanics? How should we define it? Since the
progress of celestial mechanics is quite rapid, the answer
to these questions might not be straightforward. But the
subtleties of such questions could help us to delineate new
academic frontiers in the new century.

2. Dynamical systems—from Poincaré to chaos

Towards the end of the nineteenth century, H. Poincaré
revolutionized the human view of nature (Poincaré, 1892).
Nature is not so simple as the simple form of the New-
tonian equations of motion suggests, something Poincaré
realized through his own experience. His first experience
perhaps was his failure to show the solvability of the re-
stricted three-body problem in the Grand prix paper for
the Swedish prize in 1889. The failure was said to be related
to the stable and unstable manifolds of periodic points. At
first, Poincaré implicitly assumed that these manifolds were
connected smoothly. But later, he realized that they gener-
ally intersect transversely. His second experience came with
his success in proving the analytic non-integrability of the
restricted three-body problem in 1890. His failures and suc-
cesses might have made Poincaré a modest person. After
these experiences, Poincaré proposed to study the general

1 Note that our definition of the border between the twentieth and

twenty-first century is somewhat ambiguous. Sometimes we consider

the publications from 2001 to today as those of the “previous cen-

tury”. Basically we regard research undertaken now and in the near

future as that of the “new century”.
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problem of dynamics with a Hamiltonian F , developed in
terms of the powers of a small parameter µ in the following
manner:

F = F0(p) + µF1(p, q) + µ2F2(p, q) + · · · , (1)

where p and q are the action–angle variables, F0 is the un-
perturbed part of F depending only on p, and F1, F2, . . .

are periodic functions of period 2π with respect to q. This
problem became known as the fundamental problem of dy-
namics. The moral of the fundamental problem is as fol-
lows: Do not swim far from safe land (i.e. the integrable
system); if one ignores this warning, one may be swept
up in the retreating flow and drowned in the vast sea of
the unknown. However, an infinite sequence of perturba-
tive transformations and an infinite series of perturbative
developments do not converge due to the existence of small
denominators. Any perturbation theory would not yield ex-
act solutions, no matter how high its order is. If an infinite
series developed in powers of small parameters converges,
it would mean the dynamical system under consideration
is integrable. A common understanding at the end of the
nineteenth century was that the general problems of celes-
tial mechanics are non-integrable. Integrable systems such
as a special spinning top are very rare.

Poincaré may have sensed the limitations of differen-
tial equations, or the difficulties of solving differential equa-
tions. Newton’s laws are differential, whereas Kepler’s laws
are integral. Differential laws describe the relations in na-
ture locally; they connect the relations of physical quanti-
ties spatially and temporally in the close vicinity. On the
other hand, Kepler’s laws describe the global relations be-
tween physical quantities. Natural laws might be described
using procedures other than differential equations. Never-
theless, according to Daniel L. Goroff who is the editor of
the English translation of Poincaré (1892), Poincaré appre-
ciated the great conceptual power of differential equations.
According to Poincaré, thanks to the postulate that the
actual state of the world depends only on the most recent
past, without being directly influenced by the memory of
the distant past, one can start from writing out differential
equations.

Poincaré kept his distance from pure differential equa-
tions; he undertook the qualitative and geometrical study
of dynamical systems. Poincaré surfaces and Poincaré maps
are typical examples of this direction in his research. He
was interested in periodic orbits as phenomena forming the
backbone of phase space of dynamical systems. He found
doubly asymptotic solutions. These are generally trans-
verse intersections of singly asymptotic manifolds of solu-
tions to periodic solutions, solutions which Poincaré called
“homoclinic” or “heteroclinic”. These solutions now play
central roles in the study of dynamical systems. He was
also interested in the stability of the solar system. Much of
Poincaré’s work other than in the field of celestial mechan-
ics, such as on triangulation, homology, torsion, and the

fundamental group in algebraic topology, was “motivated
by Poincaré’s desire to extend his ideas about dynamics to
higher dimensions,” again according to Daniel L. Goroff.

Virtually independently in Russia, motivated by the
stability problem of planetary motion, A. M. Lyapunov
developed a stability theory of dynamical systems (Lya-
punov, 1892). Lyapunov’s first method is related to the sta-
bility analysis of equilibrium points of non-linear systems,
in which equilibrium points are linearly asymptotically sta-
ble. But when the linear stability of the equilibrium point
is marginal, his first method is not applicable. So, Lya-
punov proposed his second method for this case. One looks
for a Lyapunov function which is positive and whose time
derivative is zero or negative. The equilibrium point is sta-
ble if the time derivative of the Lyapunov function is zero,
while the point is asymptotically stable if the derivative is
negative. Lyapunov’s results had a profound influence on
the celestial mechanics of the twentieth century. We recog-
nize this fact by referring to the notions named after Lya-
punov, such as the Lyapunov characteristic exponent, the
Lyapunov function, Lyapunov’s first and second methods,
the Lyapunov stability, and the Lyapunov asymptotic sta-
bility. Actually, equilibrium points in Hamiltonian systems
are always marginal, and the time derivative of the desired
Lyapunov function is zero, i.e., the Lyapunov function is
the integral of motion. Thus, the search for Lyapunov func-
tions is equivalent to the search for new integrals of motion.

G. D. Birkhoff began his substantial scientific career by
proving Poincaré’s last geometric theorem on the existence
of fixed points for twist maps. Then following Poincaré,
Birkhoff qualitatively studied the motion of the third body
in the restricted three-body problem (Birkhoff, 1915). He
returned to this subject several times in the course of his
life. He introduced various concepts in general dynamical
systems that are extensively used at present, such as α- and
ω-limit points, minimal motions, central motions, wander-
ing and non-wandering points. Formally, he obtained the
normal form of great generality for Hamiltonian and Pfaf-
fian systems (Morse, 1946). Though many of these notions
are valid for an arbitrary degree of freedom, Birkhoff’s
analysis was restricted to systems with two degrees of
freedom. The analysis of two-dimensional area-preserving
maps, which was started by Poincaré and deepened by
Birkhoff, is extremely popular at present. Even when we
cannot follow the individual orbits of celestial bodies, we
are able to follow a group of orbits, or a bunch of orbits.
This was Birkhoff’s basic idea which commemorated the
birth of the research into dynamical systems.

Many researchers have followed the legacy of Poincaré,
Birkhoff and Lyapunov. C. L. Siegel was one of them. His
most important contribution to the study of dynamical
systems is twofold: one aspect is the solution of the small
denominator problem in a simpler form. The second is
the proof of general divergence of the normal form proce-
dure proposed by Birkhoff (Siegel and Moser, 1971). The
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KAM theory (see Section 2.1) started from a brief note by
A. N. Kolmogorov (1954) where the proof of the KAM the-
orem was only outlined with the use of Newton’s method
to obtain zeros of a function. V. I. Arnold (1963) proved
the theorem for the analytical Hamiltonian systems (see
Section 2.1), and J. K. Moser (1962) proved the theorem
for smooth 2-dimensional twist maps (see Section 2.3).
S. Smale (1967) devised the so-called horseshoe in an il-
lustrative manner. M. Hénon (1976) proposed a map, now
called the “Hénon map” which may exhibit strange attrac-
tors. Benedicks and Carleson (1991) proved that the Hénon
map has a strange attractor for some parameters. Strange
attractors have been found numerically by Lorenz (1963)
and Ueda et al. (1973), eventually leading to the world of
chaos.

In the following subsections, we describe major four is-
sues that derived from the work of Poincaré, Lyapunov, and
Birkhoff. The first of these is the KAM theory including
the Arnold diffusion and the Aubry–Mather sets. The sec-
ond is the world of chaos. The third is the area-preserving
twist maps derived from Hamiltonian systems. The final
issue is integrability. Major important topics of this field
that are not described in this section include integrabil-
ity of partial differential equations and advance of canon-
ical perturbation theories (though we will briefly mention
some perturbation theories in relation to the solar system
dynamics in Section 4.1). Readers can study more about
these topics from Brouwer and Clemence (1961), Hagihara
(1970, 1972a,b), Novikov (1981), Soffel (1989), Brumberg
(1991), Arnold et al. (1993), or Boccaletti and Pucacco
(1996, 1998).

2.1. The KAM theory

Pierre Simon de Laplace, who lived in the latter half
of the eighteenth century and in the first quarter of the
nineteenth century, imagined the so-called “Daemon of
Laplace” in his book (Laplace, 1814). Literally, Laplace
wrote “Give me all the initial conditions. Then I will
predict as precisely as possible the future of the world,”
expressing the victory of Newtonian mechanics. Celestial
mechanists, scientists, and the general audience of the
nineteenth century anticipated or wished the world to be
precisely predictable. But at the same time, strange phe-
nomena which could not be explained by simple mechanics
were also being discussed—thermal and electromagnetic
phenomena. These gradually became the subjects of mod-
ern sciences. Confidence in the mechanical world was
shaken like an unstable sky scraper. Eventually, Poincaré
proved that perturbative expansion does not converge in
general. Almost at the same time, came the emergence of
statistical mechanics. The pendulum of the world seemed
to swing toward extreme ambiguity, and suddenly, the
future looked statistically uncertain.

However, we have strong counterevidence to the idea

that the future is stochastic: the longevity of the solar sys-
tem (see also Section 4.2). The lifetime of the solar system
that we know has grown along with our understanding of
the universe. In the nineteenth century, our universe was
supposed to be only several tens of million years old. Even
in the 1920s, the age of the universe was considered to be
as young as two billion years. In the 1950s, the age of the
solar system turned out to be about 4.5 billion years old
from the results of radioisotope analysis of meteorites. This
finally indicated the possibility that planetary motion has
been very stable for billions of years since its formation,
maintaining a nearly regular (in the terminology of Hamil-
tonian dynamics, “quasi-periodic”) motion. On the other
hand, the equations of motion describing the solar system
are non-integrable, and planetary motions can be, and ac-
tually are, chaotic (see Section 2.2). If the motion of the
planets has been bounded in a small region of the phase
space for billions of years, we may expect that there exist
barriers that prevent planets from wandering out of their
accustomed place. Is this expectation true?

Here we have the very theory that answers precisely to
this question: the KAM theory (Kolmogorov, 1954; Arnold,
1963; Moser, 1962). According to the KAM theory, when
non-integrability is weak, almost all of phase space is occu-
pied by such barriers, i.e., invariant sets of points that are
filled with quasi-periodic orbits. As the system goes fur-
ther from integrable state, these barriers become sparse.
These barriers are formed by quasi-periodic motions. Here,
a quasi-periodic motion is a motion described by a quasi-
periodic function of time:

x(t) = f(ω1t, . . . , ωkt), (2)

with frequencies ω1, . . . , ωk that are rationally independent.
All other motions in phase space are sandwiched by these
quasi-periodic motions. This is topologically true in two
degrees of freedom case since quasi-periodic motions form
two-dimensional torus which divides three-dimensional en-
ergy surface into two parts. The solar system planetary
motion might not be described by (2). However, planetary
orbits will not go beyond the barriers whose existence is as-
sured by the KAM theory. Again, the pendulum swung to
the opposite side. “Okay, our future is not so uncertain.”
Not only to celestial mechanics, but to nearly all fields of
modern mathematical sciences, the KAM theory was a re-
lief.

Let us briefly explain the proof of the KAM theorem
along with Arnold (1963). In his paper, after showing the
preparatory results from celestial mechanics and mathe-
matics, Arnold explains the classical perturbation theory
of celestial mechanics. The perturbation theory has two
essential difficulties: One is the so-called small denomina-
tor problem which comes from resonance and whose exis-
tence is dense in the frequency domain. The other is the
divergence of the infinite sequence of canonical transfor-
mations to drive off the perturbation to higher and higher
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orders. Then, Arnold introduces a program proposed by
Kolmogorov (1954) to circumvent these difficulties, as well
as to show the stability of fixed points and periodic orbits
of near integrable systems.

Kolmogorov’s (1954) program is twofold: In order to
overcome the two difficulties that we mentioned above, at
first Kolmogorov recommends that we be satisfied with
looking at particular frequencies, and suggests that we look
for tori where the quasi-periodic motions with these fre-
quencies persist. Kolmogorov’s second recommendation is
to restrict the transformation to the neighborhood of such
tori, avoiding resonant regions. As a result, new perturba-
tions will be quadratically small compared with the start-
ing perturbation. Repeating this transformation, we will
obtain a smaller region of applicability of the transforma-
tion in phase space. Finally we will arrive at invariant tori.
The convergence will be very fast, like popular Newton’s
method for obtaining the zeros of functions.

Arnold followed Kolmogorov’s suggestion and carried
out the program. Actually, Arnold did more. He was inter-
ested in the stability of the planetary system. In this case,
the situation is not so simple: He needed to treat a de-
generate problem. The integrable Hamiltonian is “properly
degenerate”, that is, the number of angle variables or the
number of independent frequencies is less than the number
of degrees of freedom. In addition, perturbed systems have
fast and slow variables, i.e. two different time scales. The
variables representing the orbital period are the fast ones,
whereas the variables that do not appear in the integrable
case are the slow ones. A typical example of fast variables
in the Keplerian motion is mean anomaly, and a typical ex-
ample of slow variables is argument of perihelion. In order
to treat them, Arnold made precise the notion of adiabatic
invariant. He divided the variables into fast and slow ones
and carried out averaging over the fast variables, which is
a standard technique in modern celestial mechanics.

Arnold’s system has the Hamiltonian H with n degrees
of freedom:

H(p, q) = H0(p0) + µH1(p, q) + O(µ2), (3)

where H0 represents the integrable part, µ a small param-
eter, p and q canonical momenta and coordinates, part of
which being action–angle variables. The last term on the
right-hand side of (3) is the higher-order terms in µ. We
should notice that p0 is the action variables corresponding
to the fast angular variables, and its dimension is less than
n. Hence the system is properly degenerate. However, as
an independent Hamiltonian, H0(p0) is assumed to be non-
degenerate. H1(p, q) is assumed to consist of three terms
of different characters representing perturbations. The an-
alytic Hamiltonian H(p, q) is defined explicitly in a com-
plex domain. This is essential in the following discussion.
The assertion is that the real part of the domain of the def-
inition of the Hamiltonian is divided into two sets: One of
them is invariant with respect to the canonical equations

with this Hamiltonian, and the other is small. The larger
set consists of invariant n-dimensional analytic tori which
are little deformed from the integrable ones. Motions on
these tori are quasi-periodic.

In order to prove this fundamental theorem, Arnold
first carried out the integration of the Hamiltonian over
the fast variables, changing slow variables into the polar
coordinates and reducing the original Hamiltonian to the
form

H(p, q) = H0(p0) + H1(p0, p1, q1) + H2(p0, p1, q0, q1), (4)

where dim p0 = n0 and dim p1 = n1 with n0 +n1 = n, and
the suffix of H indicates the order of the term. H is defined
in a complex domain F as

F = {p0 ∈ G0, |Im q0| ≤ ρ, p2
1 + q2

1 ≤ R}. (5)

where G0 is a domain, and ρ and R are positive numbers.
Then, Arnold constructed an inductive scheme with an in-
ductive theorem, an inductive lemma, and a fundamental
lemma accompanied by a series of technical lemmas. He ap-
plied this scheme to the Hamiltonian (4). His purpose was,
through an infinite sequence of transformations, to nullify
the H2 term. He showed in the fundamental lemma that
there is a canonical transformation such that in the new
Hamiltonian, the new H2 is quadratically small compared
with the original H2, though the domain of the Hamiltonian
becomes smaller with certain resonant domains excluded
from the original domain. Using the fundamental lemma,
he proved the inductive lemma that roughly states that the
Hamiltonian system of the form of (4), which is slightly dif-
ferent in Arnold’s original paper, can be transformed into
a new Hamiltonian system. Arnold also proved that the
new system possesses a form similar to that of the origi-
nal Hamiltonian with a quadratically small H2 term and
with a reduced domain. Then in the inductive theorem, he
repeated an arbitrary number of times the transformation
defined in the inductive lemma, and reduced the absolute
value of the H2 term to an arbitrarily high order. And fi-
nally, Arnold went to the limit and proved that the phase
space is divided into two parts: One of them occupies al-
most the entire phase space and is filled with tori, and the
other occupies a small set in the sense of measure.

Some serious questions remained open after the proof
of the KAM theorem. A big one was that of the higher di-
mensional case. n-dimensional tori of quasi-periodic motion
do not divide the 2n-dimensional phase space. Therefore,
tori are not the barriers in the higher dimensional cases.
General motion between two tori is not confined, and the
solution gradually diffuses. This phenomenon is called the
Arnold diffusion (Arnold, 1964; Nekhoroshev, 1977). How
fast is the diffusion, then? Could the solar system disinte-
grate soon? Fortunately, the diffusion speed is slow. The dif-
fusion proceeds along the web of stable and unstable man-
ifolds from various periodic orbits. For the Hamiltonian
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H0(p) + εH1(p, q), (6)

with action p and angle q with a small parameter ε, there
exist constants a, b such that for

0 < t < T =
1
ε

exp
(

1
εa

)
, (7)

the action satisfies

|p(t)− p(0)| < εb. (8)

The diffusion velocity should depend on the distance
d from the invariant torus. More precisely (Morbidelli and
Giorgilli, 1995), the diffusion is super-exponentially slow
(∼ 1/ exp[exp(1/d)]) until some threshold distance. The
diffusion is exponentially slow (∼ 1/ exp(1/d)) until the
next threshold distance. And, it is quadratically slow (∼ d2)
until the final threshold distance (Morbidelli and Guzzo,
1997). The last threshold is the boundary to the sea of
strong chaos.

An ideal concept like the Arnold diffusion and its confir-
mation are always two different things. Xia (1992) claimed
to have confirmed the existence of the Arnold diffusion in
the planar isosceles three-body problem. However, in a re-
alistic dynamical system with a large number of degrees of
freedom, nobody can say for sure that he/she has observed
the Arnold diffusion yet. For us to “see” the Arnold diffu-
sion, we need to take a special care to somehow shorten its
timescale. Minor bodies in our solar system might give us
a clue to “see” the Arnold diffusion, because the dynam-
ical lifetime of some minor objects could be so short that
the timescale of their Arnold diffusion might be observable
in numerical experiments. Some such trials have already
started. For example, Morbidelli (1997) proposed using as-
teroids with short dynamical lifetimes in order to observe
the Arnold diffusion in numerical experiments. Morbidelli
and Guzzo (1997) explored the dynamical structure of the
2:3 mean motion resonance with Neptune in the Kuiper
Belt objects using numerical integrations. They focused on
the existence of slowly diffusing chaotic orbits that escape
from the 2:3 resonance after billions of years, which might
be a part of the Arnold diffusion. In any case, we need a
very large amount of computation with a very high accu-
racy (hopefully with a large-number of arithmetic digits)
to observe the Arnold diffusion within a realistic timescale.

Before the end of this subsection, let us give a remark
on an interesting application of Nekhoroshev’s spirit to the
stability of asteroid orbits (Giorgilli and Skokos, 1997). This
work shows that the Nekhoroshev-type estimate is appli-
cable not only to nearly integrable systems but also to sys-
tems near an equilibrium using the Birkhoff normal form.
The essence of the idea is contained in the trivial inequality

|pj(t)− pj(0)| ≤ |t| sup
domain ∆

|ṗj | (9)

where pj is the action variable under consideration, t is
time, ṗj is the time derivative of pj , and ∆ is a domain

where the diffusion takes place. We transform the expanded
Hamiltonian to a normal form up to an optimal order r as

H =
r∑

k=2

Hk +Rr+1 (10)

where Hr is a function only of pj (j = 1, . . . , n) of order r/2,
and Rr+1 is a remainder of higher orders. Then, we obtain

ṗj = {pj ,H} = {pj ,Rr+1}. (11)

Giorgilli and Skokos (1997) succeeded in estimating the
supremum of the norm ||{pj ,Rr+1}|| in a neighborhood of
L4 in the restricted three-body problem, and discussed the
stability of actual Jupiter’s Trojan asteroids.

What happens if quasi-periodic motions no longer con-
stitute a surface? How would it look like when the torus
of quasi-periodic motion gets disintegrated? This question
had been open since the dawn of KAM theory research, and
was solved for two-dimensional twist maps by Aubry and
LeDaeron (1983) and Mather (1982). A KAM curve, when
it disintegrates like a sweater with its weft lost, becomes
loose and wavy. When we look at the surface of section of
the KAM curve, a continuous curve is disintegrated into a
Cantor-like discontinuous set: an Aubry–Mather set. Now
we are in the world of chaos. We will come back to the
Aubry–Mather theory in the section on twist maps (Sec-
tion 2.3).

2.2. Chaos

Chaos was recognized by the ancient Chinese philoso-
pher, Zhuangzi, in the 4th century BC. Zhuangzi realized
that chaos was essential in the world, and that the major
part of the world could become meaningless, dark, or even
dead without chaos. Mathematical chaos has its origin in
the work of Poincaré. Poincaré carefully observed special
dynamical flows going into and emanating from hyperbolic
fixed points of the restricted three-body problem. He also
observed complicated tangles of stable and unstable man-
ifolds. Poincaré shuddered at the glimpse of infinity that
Newtonian dynamics let him see. Just like a baker’s dough,
our world is folded and extended.

Later in the twentieth century, the existence of chaos
has been confirmed independently and concurrently by
many authors in various fields: Lorenz (1963) in meteorol-
ogy, May (1976) in ecology, Ueda et al. (1973) and Ueda
(1979) in electric circuits, Li and Yorke (1975) and Feigen-
baum (1978) in one-dimensional maps, and Ruelle and
Takens (1971) in turbulent flows. The so-called “fractal”
of Mandelbrot (Mandelbrot, 1977) turned out to underlie
these phenomena, and their relation led to the populariza-
tion of chaos. Later it turned out that Poincaré, Birkhoff,
and Smale were observing the same phenomenon years
before.

The first astonishment among physicists concerned with
chaos came from the observation that phenomena of ran-
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dom nature were visible in systems with low degrees of free-
dom. In fact, Landau and Lifshitz (1959) proposed express-
ing the motion of fluid by a quasi-periodic function of time
(2). Landau and Lifshitz (1959) presumed that the num-
ber of frequency k would increase as the fluid approached
turbulence; the degree of freedom of a dynamical system
would increase as the flow became laminar to turbulent.
They expected that unpredictable motion would appear
only in a system with large degrees of freedom. Full tur-
bulence should have an infinite degree of freedom. The re-
ality is, however, even a system described by three ordi-
nary differential equations exhibits chaos. Chaos appears
in a Hamiltonian system with only two degrees of freedom.
Interestingly, larger astonishment for celestial mechanists
arose from the fact that chaos was not restricted to Hamil-
tonian systems. Chaos is also seen in dissipative systems.

The essence of chaos is folding and extending. Its sim-
plest representation was given by Smale (1967), a horse-
shoe: Extend a square, fold it in the middle, and put it on
the original square. This model provides us a glimpse into
chaos. A chaotic system is exponentially unstable (i.e. com-
ing from extension), but it comes back close to its original
location (i.e. folding). Repetition of folding and extending
forces the system to forget the memory of its initial con-
ditions. Hence a chaotic system has a very high sensitivity
to initial conditions. Now, even the Laplace daemon gets
seriously annoyed, faced with infinite repetitions. Is there
any point in predicting the future of a chaotic system? The
intricate and complicated structure of dynamical systems
that Poincaré did not want to describe troubles scientists
again. The complexity of chaos is ubiquitous in every scale
of our universe.

As the system becomes chaotic and loses regularity,
KAM tori eventually disintegrate. The final motion (i.e.
the states when time t →∞) of a chaotic system depends
sensitively on its initial conditions. The initial value space
that is mapped according to the different types of final mo-
tions shows us fractals. This fractal figure bifurcates and
changes its features when the external parameters change.
Moreover, this bifurcation itself takes place chaotically. The
remnant of the KAM curve is a Cantor set. It takes a long
time for a phase point to move through the holes of the Can-
tor set. In a Hamiltonian system with two degrees of free-
dom, when the last KAM curve disintegrates, a phase point
so far confined within a bounded region is now set free to
move toward infinity. However, according to numerical in-
tegrations, it is a slow process just after the disintegration.
One evidence of the slowness is the difficulty of the deter-
mination of the parameter value when the last KAM curve
disintegrates. See Fig. 5.3 of Chirikov (1979). In relation to
the disintegration of KAM curves, Hénon and Heiles (1964)
numerically discovered Hamiltonian chaos by observing the
disintegration of KAM curves. Hénon (1965) discussed the
same phenomenon using the restricted three-body problem
as an example. He devised a planar quadratic map which

exhibits a strange attractor (Hénon, 1976). This map is now
called the Hénon map.

Chaos is the ubiquitous and normal state of the uni-
verse. But this was not common sense until the final decade
of the twentieth century when the efforts of scientists began
to reveal chaotic phenomena in a variety of fields. Exam-
ples of chaos in our solar system were extensively dug up
and exposed to the light of science by Jack Wisdom from
the viewpoint of the Lyapunov exponent (Wisdom, 1982,
1983, 1987a,b; Wisdom et al., 1984). Wisdom dissertated
about chaos in the motion of small bodies in the solar sys-
tem such as asteroids and a saturnian satellite, Hyperion.
He also found chaos in the orbital motion of major plan-
ets. Solar system chaos is extensively reviewed in Lissauer
(1999).

Let us briefly introduce the definition of the Lyapunov
exponent. First, consider a one-dimensional discrete dy-
namical system denoted by f . Then, Lyapunov exponent
λ(x) of the orbit of x is defined by

λ(x) = lim
k→∞

1
k

ln
∣∣∣∣
dfk(x)

dx

∣∣∣∣ . (12)

λ(x) represents the growth of the infinitesimal difference
of the initial conditions in phase space as a function of the
number of iteration, k. If the growth is slower than an ex-
ponential one, the Lyapunov exponent is zero. Once a point
x is given, then the Lyapunov exponent is unique, i.e., any
point f j(x) on the orbit has the same Lyapunov exponent.
So the notion of the Lyapunov exponent corresponds to a
trajectory in phase space. For an n-dimensional discrete
dynamical system, there are n Lyapunov exponents. We
usually deal with the largest Lyapunov exponent.

The characteristic time of a chaotic system is often mea-
sured in the Lyapunov time (cf. Benettin et al., 1976). The
Lyapunov time is defined as the inverse of the maximum
Lyapunov exponent. By definition, the Lyapunov time is an
average e-folding time of the separation of two different tra-
jectories. The series of work by J. Wisdom, just mentioned,
extensively used Lyapunov exponents and Lyapunov time
to render visible the degree of chaos in solar system dy-
namics. Sussman and Wisdom (1988) found that the or-
bital motion of outer planets including Pluto was chaotic,
judging from the largest Lyapunov exponent in their long-
term numerical integration. Sussman and Wisdom (1992)
also discovered that the Lyapunov time of the motions of
the four inner planets is only a few million years, indicating
a typical chaotic system. Their conclusions were later con-
firmed by an accurate semi-analytical perturbation theory
of J. Laskar (Laskar, 1989, 1990, 1994, 1996; Laskar et al.,
1992).

However, a short Lyapunov time does not mean that
a chaotic system becomes unstable and disintegrates very
quickly; the Lyapunov time is different from the global in-
stability time of a dynamical system. One of the possible
explanations for this fact is that the Lyapunov exponent is
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a local notion. Exponential separation, when it ever hap-
pens, takes place in a linear regime: two trajectories in
phase space separate from each other exponentially in time,
starting from their infinitesimally small distance. Strictly
speaking, we do not know what happens when the separa-
tion becomes macroscopically large. As we mentioned, the
essence of chaos is folding and extending. The positive Lya-
punov exponent implies extending. But to which extent?
The folding process may bring two trajectories back to the
initial small separation.

A lot of evidence indicates that the planets in our so-
lar system have survived nearly 4.6 billion years, far longer
than their Lyapunov time, with a global stability (e.g. Ito
and Tanikawa, 2002). This typically shows that Lyapunov
time TL does not help us very much in predicting the real
instability time TI of the system. There have been, how-
ever, some efforts to understand the relationship between
TL and TI , utilizing the dynamical behavior of solar system
minor bodies. For example, some asteroids go into unstable
orbits over only a few hundred to a few thousand years, so
these objects might be used for determining the relation-
ship between TL and TI (Lecar and Franklin, 1992; Lecar
et al., 1992). Lecar et al. (1992) proposed a relation

TI ∝ T γ
L , (13)

through a variety of numerical experiments for asteroids
with unstable orbits. The exponent γ looked close to 1.8
in their experiments. But the dynamical meaning of either
relationship (13) or the value of γ ∼ 1.8 is not clear yet,
though some qualitative explanations exist (e.g. Morbidelli
and Froeschlé, 1996). If relationship (13) holds true in many
cases, a numerical integration of the length of Lyapunov
time TL of the system would suffice to tell us the real in-
stability time TI , which could save us computer time.

A chaos that does not cause any real or global instabil-
ity over a much longer time than the Lyapunov time is often
dubbed a “stable chaos” or “weak chaos” (e.g. Froeschlé
et al., 1997; S̆idlichovský, 1999; Tsiganis et al., 2002). For
example, many asteroids are dynamically stable for much
longer than their Lyapunov timescales. This kind of stable
chaos in asteroid dynamics is relevant to high-order mean
motion resonances with Jupiter in combination with secu-
lar perturbations on the perihelia of the asteroids. These
perturbations move the asteroid orbit from one high-order
resonance to another in some irregular ways (e.g. Milani
and Nobili, 1997). Chaos in asteroidal orbital motion has
also been extensively studied by N. Murray and M. Hol-
man (Murray and Holman, 1997, 1999; Murray et al., 1998).
Murray and Holman (1997), in particular, presented an
analytic theory of asteroid motion near resonances in the
planar elliptic restricted three-body problem. Their the-
ory predicts the location and extent in the semimajor axis
and eccentricity space of the chaotic motion, the Lyapunov
time, and the time for objects on chaotic orbits to be re-
moved from the system. Their theory predicts that aster-

oids in a number of high-order mean motion resonances
possess very short Lyapunov times, such as 105 years, but
with instability times as long as the lifetime of our solar
system. Incidentally, we should notice that apparent chaos
in solar system dynamics sometimes comes out as a result
of numerical error or instability (cf. Rauch and Holman,
1999; Ito and Kojima, 2005).

Before closing this subsection, we would like to mention
a bit about classification of the degrees of chaos in Hamilto-
nian systems. Hamiltonian systems have neither attractors
(i.e. sinks) nor repellers (i.e. sources). Phase points straggle
out almost without purpose in the phase space. Everywhere
is filled with complicated structure. When points approach
the local KAM tori, they are trapped for a long time in
a stagnant region. It seems difficult to obtain an average
time for a point to stay at a particular place (or region) in
phase space. This structure becomes more and more entan-
gled as the system goes further from the integrable state.
Strange as it might sound, there appears a random system
as a limit of this complexity, and the average staying time
of a point can be calculated.

The complexity is measured by topological entropy
and/or measure entropy. The topological entropy is a mea-
sure of maximum complexity of a system, whereas the mea-
sure entropy is the average complexity over phase space.
The definition of topological entropy is not so straightfor-
ward. For simplicity, consider a discrete dynamical system
f of a compact phase space X. In general, two orbits in
a dynamical system separate with time. Let B(x, ε, n) be
a set of points y such that the largest of d(f i(x), f i(y))
(i = 0, . . . , n−1) is less than ε. Here f i(·) is the i-th iterate
of the map, and d(·, ·) is a distance function. Let N(ε, n)
be the minimum number of B(x, ε, n) to cover X. Then,
topological entropy htop(f) is defined as

htop(f) = lim
ε→0

[
lim sup

n

1
n

ln N(ε, n)
]

. (14)

Suppose that we have a finite resolution ε. We can not
recognize two different states as “different” when their sep-
aration is smaller than ε. We can roughly say that N(ε, n)
is the number of states we can recognize after the n-th it-
eration. Then 1

n ln N(ε, n) is the exponential increase (per
iteration) of the number of distinguishable states. Finally,
htop(f) is the asymptotic value of information production
rate per iteration for infinitesimal resolution.

Both of the entropies, particularly measure entropy, are
very difficult to calculate. Some methods have been de-
veloped for estimating the lower bound of the topological
entropy for a given system. The simplest way is to find a
horseshoe. For example, the lower bound is ln 2 if the Smale
horseshoe exists (cf. Section 15.2 of Katok and Hasselblatt
(1995)). Another method is to find a periodic orbit from
which a non-trivial braid can be constructed. In the case
of the Hénon map, the lower bound of the topological en-
tropy is measured by the increasing rate of the number of
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periodic orbits per period (cf. Sterling et al., 1999).
In general, the larger the structure, the more responsi-

ble shorter periodic solution is. Here, by the structure we
mean the distribution of the so-called islands and sea in the
phase space. Some of the bifurcated solutions are unstable
from the start, and others are initially stable and become
unstable later. Stable and unstable manifolds emanating
from the unstable solutions intersect each other, as well as
other unstable and stable manifolds from other unstable
solutions. They together make a complicated network of in-
variant manifolds. Phase points move along this network.
The qualitative nature of the network differs from system
to system. The network of the phase space of the solar sys-
tem and that of a simple three-body problem are its exam-
ples. Our principal goal may be to clarify the structure of
the network of individual systems. A global network con-
nected to infinity leads to the instability of the system. In
systems with degrees of freedom larger than two, any phase
point seems to be close to this global network. This is the
origin of the Arnold diffusion that leads to instability.

2.3. Twist maps

There is a direction of studies in which some two-
dimensional maps of a Hamiltonian system with two de-
grees of freedom, in particular twist maps, are used to
investigate the start, development, and degree of chaos.
The study of twist maps again goes back to Poincaré.
He considered a theory of consequents: a theory of the
Poincaré surface and Poincaré map in the present termi-
nology. The example object of the study was the restricted
three-body problem. Observing periodic orbits of the prob-
lem, Poincaré took the Poincaré map of its neighbor. If
neighboring points move on a closed curve around the fixed
point, then the fixed point is stable. Behavior of points near
the fixed point can be viewed like that in a punctured disk,
i.e. a ring-like structure when the fixed point is removed
from its center and when the center is blown up. Poincaré
arrived at his “last geometric theorem” (Poincaré, 1912)
starting from the surface map of the periodic orbits of the
restricted three-body problem. Let us describe a famous
theorem known as Poincaré–Birkhoff:

Theorem 2.1 (Poincaré–Birkhoff) Let us suppose that
a continuous one-to-one transformation T takes a ring R,
formed by concentric circles Ca and Cb of radii a and b

respectively (a > b > 0), into itself in such a way as to
advance the points of Ca in a positive sense, and the points
of Cb in the negative sense, and at the same time to preserve
areas. Then there are at least two invariant points.

This kind of map is now called a twist map because
it twists a ring. Birkhoff (1913, 1925) started his substan-
tial scientific career proving this theorem. Twist maps have
been used in various contexts. One of the main reasons for
this is that we can treat the maps very easily. The maps

also express the dynamics of Hamiltonian systems with two
degrees of freedom.

Birkhoff later made some remarkable contributions to
the study of twist maps (Birkhoff, 1920). One of them was
on the functional form of the invariant curves, now called
KAM curves. Another was on the property of points in
the instability zone sandwiched by two invariant curves.
The following theorem represents an important part of
Birkhoff’s contribution:

Theorem 2.2 (Birkhoff) In a small neighborhood of an
elliptic point with irrational rotation number where the twist
is monotone, any invariant curve enclosing the invariant
point meets every radius vector through the invariant point
in only one point. If the barred angle in the plane be drawn
at the corresponding point, the curve lies entirely within it
on either side in the vicinity of the point.

In other words, the invariant curve encircling the fixed
point is a graph of a Lipschitz function of polar angle. The
following theorem describes the transverse motion of points
in a zone of instability.

Theorem 2.3 (Birkhoff) Let C ′, C ′′ be entirely distinct
invariant curves forming the boundary curves of a ring of
instability. Then, for any ε > 0 an integer N can be assigned
such that a point P ′ exists within a distance ε of any point
P of C ′ (or C ′′) which goes into a point Q′ within ε of any
point Q of C ′′ (or C ′) in n < N iteration of T (or T ′).

The next major step marked in the context of twist
maps is the KAM theorem (or the KAM theory). In Section
2.1 we explained Arnold’s proof (Arnold, 1963). In the con-
text of twist maps, Moser (1962) discussed the persistence
of invariant curves of monotone twist maps of the annulus

θ1 := θ + α(r) + F (r, θ), (15)

r1 := r + G(r, θ), (16)

which are derived by adding small perturbations to an in-
tegrable case

θ1 := θ + α(r), (17)

r1 := r, (18)

where
dθ1

dr
> 0, (19)

and F,G are small perturbations periodic in θ. Liter-
ally, given an integrable monotone twist map and smooth
enough small perturbations, then invariant curves of rota-
tion number ω satisfying Diophantine conditions

|2πp− qω| ≥ ε

q
3
2
, (20)

survive the perturbation.
It is to be noted here that recently monotone twist maps

are most frequently studied. So we usually abbreviate these
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maps simply as twist maps. Original twist maps consid-
ered by Poincaré and Birkhoff do not necessarily satisfy
the monotone condition (19). Hereafter in this manuscript,
“twist maps” basically denotes “monotone twist maps” un-
less otherwise noted.

Chirikov (1979) discussed the Arnold diffusion mainly
using so-called standard maps defined on the cylinder as

θ′ := θ + y + a sin θ, (21)

y′ := y + a sin θ, (22)

where a is a parameter. The Arnold diffusion cannot be
observed in two-dimensional maps. However, Chirikov pro-
posed a concept called “resonance overlap” which is a lower
dimensional analogue of the heteroclinic tangle of stable
and unstable manifolds. Resonance overlap is the main
pathway of the Arnold diffusion in higher dimensional sys-
tems (see also Section 4.4.1).

At nearly the same time as Chirikov, Greene (1979)
paid attention to the disintegration of the KAM curves. Ac-
cording to the KAM theory, invariant curves survive longer
when they are with the rotation numbers that are difficult
to be approximated by rationals. Greene tried to deter-
mine the critical parameter value of KAM curves with a
special type of irrational rotation number, hoping that the
KAM theory would be still valid for this parameter range.
Greene’s tool was the residue criterion which has been wait-
ing for a rigorous proof until now. Here the residue R of a
periodic point is

R =
2− λ− λ−1

4
, (23)

where λ is the eigenvalue of the periodic point. A regular
saddle has R < 0, an elliptic point has 0 < R < 1, and a
inversion saddle has R > 1. His idea is that if the KAM
curve is disintegrated, the nearby periodic points will be
unstable. Let pn/qn be the convergent rationals, like a Fi-
bonacci sequence, to irrational number ω. Then, according
to Mackay (1992), the residue criterion is described as fol-
lows:

Conjecture 2.1 Let Rn be the residue of a Birkhoff peri-
odic point with rotation number pn/qn. Then

ν(ω) = lim
n→∞

q−1
n ln |Rn| (24)

exists, and ν(ω) ≤ 0 implies there is a KAM curve with
rotation number ω, whereas ν(ω) > 0 implies there is none.

The golden mean rotation number 1+
√

5
2 has the con-

tinued fraction expression [1, 1, 1, . . .], and is the most dis-
tant number from rationals. The last KAM curve is the one
that has the golden mean rotation number. Greene (1979)
estimated the critical parameter value for the destruction
of the last KAM curve to be 0.971635 · · ·, setting R = 0
at the critical situation. Even now, this value is not fully
explained theoretically.

Later, Mather (1982) as well as Aubry and LeDaeron
(1983) succeeded in showing what happens if KAM curves
are destroyed. Katok (1982) gave elementary proof of this.
Motion on each KAM curve, if destroyed, remains as quasi-
periodic, but the curve itself becomes a Cantor set. This
kind of motion has already been investigated in a circle map
by Denjoy (1932). A so-called “Denjoy counter-example”
exists when the smoothness of the map is less. In this case,
the motion with irrational rotation number on the circle
does not fill the circle itself, but fills only a Cantor set. In
twist maps, smoothness conditions of the maps are differ-
ent from those of one-dimensional maps. KAM curves be-
come Cantor sets even when the map is analytic. In twist
maps, after the destruction of KAM curves, transverse mo-
tion across the former KAM curves is possible. The hole of
the Aubry–Mather set (remnants of the KAM curve) be-
comes larger as the perturbation parameter grows. In de-
riving the Aubry–Mather theory, the classical variational
principle is used. Monotone twist maps are extensively in-
vestigated in the 1980s and the early 1990s (e.g. Mather,
1984, 1985, 1991; Aubry and Abramovici, 1990; Herman,
1983, 1986; Le Calvez, 1987, 2000; Mackay and Percival,
1985; Mackay, 1992, 1993). Bangert (1988) gave an excel-
lent review. Mather (1991) demonstrated the existence of
orbits with complicated behavior in a zone of instability.

In the meantime, efforts to estimate the topological en-
tropy of low-dimensional dynamical systems by construct-
ing braids has begun (e.g. Matsuoka, 1983). This method
has been applied to twist maps (e.g. Hall, 1984). A peri-
odic orbit of a surface map can be represented as a braid.
In fact, suppose a discrete dynamical system f is given on
a disk, and f has a period-n orbit. We put the second disk
below the first one separated by a distance. Let pi and p′i
(i = 1, 2, . . . , n) be orbital points of the same periodic or-
bit on the disks above and below. We connect these points
by strings so that p1 is connected to p′2, p2 to p′3, . . ., and
finally pn to p′1. This is exactly the braid with n strings
(“n-braid”, in short). We call pi and p′i (i = 1, . . . , n) the
starting and end points. We regard any two braids equiv-
alent if they transform each other under continuous move-
ments of starting and end points together. An equivalent
class forms a braidtype. The set of braidtypes is the set of
inequivalent braids. The braid is an invariant characteriz-
ing topological behavior of orbits for 2-dimensional maps.
If the system becomes more chaotic, braids that are formed
with newly born periodic orbits may become complicated.
We have a convenient theory to estimate topological en-
tropy of braids (Matsuoka, 1993). Thus, we can estimate
topological entropy of dynamical systems by constructing
braids from periodic orbits.

At the turn of the century, the study of twist maps seems
to be in an interlude: Researchers seem to have lost their
way. In which direction are we to go? In this opaque age,
some people raise their hands and point in the direction of
non-Birkhoff periodic orbits, i.e., non-monotone periodic
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orbits. We hope that this direction yields a promised land.
Non-monotone periodic orbits or non-Birkhoff periodic or-
bits are the orbits that do not preserve the orbital orders.

Let us briefly explain these orbits. Consider a twist
map f defined in the infinite cylinder S1 ×R. We lift the
map to the universal cover R×R and denote it by f̂ . Let
{f̂k(ẑ)}k∈Z be the lift of orbit {fk(z)}k∈Z where ẑ is a lift
of point z. We define the extended orbit of ẑ by

eo(ẑ) = {f̂k(ẑ) + (l, 0)}k,l∈Z. (25)

Then, the orbit of z is monotone if the following condi-
tion

π1(ξ) < π1(ζ) =⇒ π1(f(ξ)) < π1(f(ζ)) (26)

is satisfied for any ξ, ζ ∈ eo(ẑ) where π1 is the projection to
the x-coordinate. If a periodic orbit is monotone, it is some-
times called “Birkhoff”. If a periodic orbit is non-monotone,
it is sometimes called “non-Birkhoff”. In a one-parameter
family of twist maps containing the integrable map, non-
Birkhoff periodic points appear (or bifurcate) when the
map becomes non-integrable. There are many types of non-
Birkhoff orbits that represent the chaosity of the system.

Reversibility is the property of a dynamical system
originated from the Hamiltonian (Zare and Tanikawa,
2002). In reversible area-preserving twist maps, we can find
periodic orbits without appealing to variational principles
(e.g. Tanikawa and Yamaguchi, 1987, 1989). Dynamical
orders of periodic orbits in these maps are derived and
lower bounds of topological entropy of the system are ob-
tained by constructing braids from periodic orbits (e.g.
Yamaguchi and Tanikawa, 2000, 2001a,c, 2002a,b,c, 2003,
2005a,b,c; Tanikawa and Yamaguchi, 2001, 2002a,b, 2005).
Non-Birkhoff periodic orbits promise us a rich structure of
twist maps, such as the existence of oscillatory orbits in
the standard map (e.g. Yamaguchi and Tanikawa, 2004a).
Exponential splitting of stable and unstable manifolds is
numerically inferred from a sequence of homoclinic points
on the y axis accumulating at the saddle fixed point in
the standard map (e.g. Yamaguchi and Tanikawa, 2001b).
Quadruply reversible non-twist maps have also been dis-
cussed (e.g. Zare and Tanikawa, 2005; Yamaguchi and
Tanikawa, 2004b).

2.4. Integrability

The study of the integrability or non-integrability of
Hamiltonian systems, as far as we understand, seems re-
lated to the formal side of celestial mechanics. As is well
known, celestial mechanics started in the seventeenth cen-
tury in Europe with the aim of mathematically explain-
ing Kepler’s three laws of planetary motion that were dis-
covered at the beginning of that century. The explanation
was first accomplished by I. Newton in his Principia, find-
ing a force law that satisfied Kepler’s laws. For the one
hundred years after Principia, a lot of ingenious celestial

mechanists and mathematicians developed differential cal-
culus, trying to establish the laws of force on metaphysical
principles: the principle of virtual velocity, the principle of
d’Alembert, the principle of Maupertuis, and so on. Finally
near the end of the eighteenth century, J. L. Lagrange for-
mulated the equations named after him, which are equiv-
alent to Newton’s equations of motion, under the princi-
ple of least action (Lagrange, 1788). Lagrange gave a uni-
fied interpretation of various principles. In the nineteenth
century, W. R. Hamilton, starting with the formulation of
the path of light rays in geometrical optics through vari-
ational calculus, gave his Hamiltonian formalism of equa-
tions of motion, and discussed the transformation theory of
dynamical systems. The existence of ignorable or cyclic co-
ordinates motivates transformations from the original sys-
tem to a system with fewer degrees of freedom. Finally, it
has been recognized that the ultimate goal of the study of
dynamical systems is to solve the Hamilton–Jacobi equa-
tion. This partial differential equation is for a generating
function which gives the transformation from the original
dynamical system to a system in which all conjugate vari-
ables are constant through motion. Thus, the formal side
of mechanics has been completed in the sense that the goal
of the study was revealed.

How to attain the goal, then? We do not have a sys-
tematic or automatic procedure for solving the Hamilton–
Jacobi equation. We know only a few systems for which the
Hamilton–Jacobi equation can be solved. One of the pos-
sible procedures for attaining the goal is the perturbative
approach when the system is known to be a perturbation of
an integral system. We repeat canonical transformations,
and move to systems which have terms of non-integrable
nature in higher and higher orders. We hope these terms to
be driven away to an infinitely higher order, eventually ob-
taining an integrable system. This approach is not applica-
ble to a system that is not close to any of known integrable
systems. Another approach is to find additional integrals.
As is easily shown, once these integrals are incorporated
into the equations of motion, the degrees of freedom of the
system can be reduced. At the end of the nineteenth cen-
tury, Poincaré discussed various kinds of integral invariants
of Hamiltonian systems. He related them to the existence
of additional integrals of the system.

In the first part of Section 2 (p. 56), we already men-
tioned that Poincaré had succeeded in proving the ana-
lytic non-integrability of the restricted three-body prob-
lem in the late nineteenth century. More precisely, Poincaré
proved the non-existence of an integral that is independent
of the Hamiltonian and that can be developed in a power se-
ries of a small parameter 2 . Shortly before Poincaré, Bruns

2 This latter condition was too restrictive. So researchers later re-

laxed the condition, and discovered that there can be some integrable

systems for fixed perturbation parameters. For example, three-body

systems are known to be integrable when they have particular mass

combinations. This fact was proved through the discussions on col-
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proved the algebraic non-integrability of the general three-
body problem. In what follows, let us briefly review the
proofs by Bruns (1887) and by Poincaré (1890), both of
which are quite suggestive to us even now. The ideas un-
derlying the two proofs differ very much.

It is not quite easy to summarize Bruns’ proof of alge-
braic non-integrability in a few paragraphs, because it is
very deep and contains a lot of steps (cf. Whittaker (1904),
Chapter XIV, §164). Understanding process of this kind
of proof is to dive into deep water and stay there, looking
for precious stones in the depths. Here we only try to de-
scribe a rough story. Bruns first expresses formally a sup-
posed integral as a function of coordinates and momenta,
and proves that the integral must involve some of the mo-
menta. Mutual distances are irrational functions of coor-
dinates. Bruns introduces the sum s of mutual distances
ri, adds s to dependent variables, and tries to express in-
tegrals as an algebraic function of coordinates, momenta,
and s. From this point begins the main stage of the proof.
Bruns reduces the problem of finding algebraic integrals
into that of finding an integral as a quotient of real poly-
nomials of (qi, pi, s). Then, after a rather long argument,
he shows that he can make an integral from the numerator
or denominator. In fact, he expresses the numerator or de-
nominator as φ = φ0 +φ1 +φ2 + . . ., where φi are homoge-
neous functions of momenta and φ0 is the highest term in
momenta. Bruns shows that if φ0 does not contain s, then
multiplying a rational function to φ, he can obtain an in-
tegral. Then he shows that φ0 actually does not contain s.
Here, s = ±r1±r2±r3 has generally eight different values.
However, it may have the same value for special values of
ri. Bruns uses this fact to derive a contradiction. Finally,
Bruns shows that φ0 is a function of the momenta and the
integrals of angular momentum, and that φ is expressible
as a function of the classical integrals. It seems that the
particular properties of the N -body problem used by Bruns
are the weighted homogeneousness of the equations of mo-
tion, which is later used by Yoshida (1983a,b).

On the other hand, Poincaré proved generally the non-
existence of an integral of the restricted three-body problem
depending analytically on coordinates and momenta and
also on the mass parameter. His proof proceeds as follows.
Poincaré expands the supposed integral Φ as a power series
in the mass parameter µ

lisional manifold using the McGehee variables. Readers can consult

McGehee (1974) for the case of one-dimensional three-body prob-

lem, as well as Devaney (1980) for the case of planar isosceles three-

body problem. Another, simpler example is a system described by a

Hamiltonian

H =
p2
1 + p2

2

2
+ q2

1q2 + ε
q3
2

3
(27)

with a fixed perturbation parameter ε. A dynamical system domi-

nated by H is algebraically integrable when ε = 0, 1, 6 or 16 (Yoshida,

1983a,b).

Φ = Φ0 + µΦ1 + µ2Φ2 + . . . , (28)

where Φi is analytic in (qi, pi), and periodic in q1 and q2. It
is to be noted that Φ itself is analytic both in (qi, pi) and µ.
He expands the necessary and sufficient condition for the
integrability, i.e., the vanishing of the Poisson bracket

{H, Φ} = 0, (29)

and gets two conditions

{H0,Φ0} = 0, {H1, Φ0}+ {H0,Φ1} = 0, (30)

from the lowest two orders of the expansion.
Poincaré first proves that Φ0 is not a function of H0

by a smart, iterative argument. Then he proves that Φ0

includes neither q1 nor q2 by a non-degeneracy condition
of the unperturbed Hamiltonian. This non-degeneracy was
later used as a basic hypothesis in the proof of the KAM the-
orem. With H0 and Φ0 not involving coordinates, Poincaré
proceeds to show that the existence of the uniform integral
is not compatible with the property that Φ0 is not a func-
tion of H0. This problem is reduced to a commensurability
problem: the commensurability condition

m1
∂H0

∂p1
+ m2

∂H0

∂p2
= 0 (31)

is satisfied in every small region of (p1, p2). The vanishing of
the Poisson bracket brings the functional dependency of H0

and Φ0 at infinite number of commensurable frequencies.
This leads to the analytical functional dependency of Φ0

and H0, which contradicts the independency of Φ0 and H0.
Ever since the proofs of algebraic and analytic non-

integrability of the three-body problem by Bruns and
Poincaré that we have summarized, there might have been
an acceptance that the study of integrable systems would
not contribute to the understanding of general systems.
This is because integrability requires a stringent condi-
tion, and also because integrable systems are special and
very rare. General systems must be treated perturbatively
or numerically. Of course, a deeper understanding of the
structure of Hamiltonian or Lagrangian equations of mo-
tion or mechanical systems is required as well. Looking at
the swarm of researchers attacking Hamiltonian systems
from various aspects, it seems to us that the study of in-
tegrability is one of the most orthodox paths leading to
the next reformulation or reinterpretation of Hamiltonian
mechanics in general.

In the latter half of the twentieth century, the notion
of integrability itself evolved. In the 1960s, geometrical in-
terpretation was given to the concept of complete integra-
bility. Naive integrability may just mean an integration of
equations of motion by quadrature. Hamiltonian systems
with n degrees of freedom are said to be integrable in the
sense of Liouville, or simply Liouville integrable when there
are n independent first integrals in involution. Here those
first integrals are said to be in involution if Poisson brack-
ets of each pair of them vanish. The first integral I(x) is a
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function whose time derivative in the direction of the vec-
tor field vanishes. Arnold added geometrical interpretation
to this notion (Arnold, 1978). The Arnold–Liouville inte-
grability (in the simplest setting) in addition to the state-
ment of the Liouville integrability says that phase space
is divided into n-dimensional invariant tori, and that the
motion takes place in each of these tori.

According to Goriely (2000), there are three approaches
to the study of integrability or non-integrability of dy-
namical systems: a dynamical system approach, an alge-
braic approach, and an analytic approach. A dynamical
system approach starts with a search for fixed points or pe-
riodic points. This approach proceeds to an analysis of their
stability, followed by various analyses such as topological
conjugacy, bifurcation analysis, and so on. This approach
seems to fit the study of non-integrable systems.

The algebraic approach has its origin in Bruns. One
looks for the first integrals of algebraic functions, in par-
ticular, polynomial functions. If one substitutes a polyno-
mial of degree k into the equation satisfied by the supposed
first integral, then the problem of finding the first integral
is reduced to an algebraic problem: the problem of solving
a system of linear equations for its parameters (or coeffi-
cients). There is a notion of “second integral”. Second in-
tegral is an invariant relation for a subset of phase space,
and it serves as the building blocks for the first integral.

In the analytic approach, one looks at the local behav-
ior of the solutions of equations of motion around their sin-
gularities in complex time. The singularity may be a pole,
a branch point, or an essential singularity. The coefficient
matrix of the variational equations around some particular
solution is called Kovalevskaya matrix, and its eigenvalues
are called Kovalevskaya exponents (Yoshida, 1983a). It has
been shown that the behavior of these exponents is strongly
related to the integrability of the system (Yoshida, 1983b).
In this approach, one looks for meromorphic integrals, i.e.
holomorphic (or analytic) integrals that do not have singu-
larities other than poles.

The study of integrability was partly revived when soli-
tons were found in partial differential equations. The Hi-
rota method (Hirota and Satsuma, 1976) and the famous
GGKM paper (Gardner et al., 1967) should be consulted
here. The study of integrability before 1983 was extensively
summarized by Kozlov (1983).

In the mid 1970s, the integrability of the finite Toda
lattice was proved (Hénon, 1974; Flaschka, 1974). Ziglin
(1983) gave a necessary condition for the integrability of
Hamiltonian systems using variational equations around
particular solutions. This condition can be used as sufficient
for the nonintegrability of the system. Yoshida (1983a,b)
has made a pioneering contribution to the integrability
and nonintegrability of Hamiltonian systems. Yoshida pro-
posed a procedure to obtain necessary conditions for the
weighted-homogeneous systems of differential equations to
be integrable. Algebraic integrals do not exist if none of the

Kovalevskaya exponents is rational, where Kovalevskaya
exponents characterize the stability of certain singular so-
lutions. This property of Kovalevskaya exponents is related
to the single-valuedness of the solution of differential equa-
tions.

Yoshida considers a similarity invariant system of dif-
ferential equations. Here, similarity invariance is the invari-
ance under transformation




t → α−1t,

x1 → αg1x1,

x2 → αg2x2,

...

xn → αgnxn,

(32)

with rational numbers g1, . . . , gn and a constant α. This
system of equations permits a particular solution originat-
ing in the similarity itself and corresponding to a collision
(collapse) orbit in n-body systems. Solutions of the varia-
tional equations around this particular solution can be ob-
tained from the eigenvalues and eigenvectors of an n × n

complex constant matrix K = (Kij) with

Kij =
∂Fi

∂xj
(c1, . . . , cn) + δijgi (33)

formed from the coefficients of the variational equations.
This matrix is given the name “Kovalevskaya” after the cel-
ebrated contribution of S. V. Kovalevskaya on the motion
of a rigid body around a fixed point in the late nineteenth
century. The characteristic equations for the Kovalevskaya
matrix is called the “Kovalevskaya determinant”, and the
roots of this equation are called the “Kovalevskaya expo-
nents”. Later, these notions play important roles in the re-
search in this area.

Now Yoshida introduces a weighted homogeneous poly-
nomial φ of weighted degree M as

φ(α−1t, αg1x1, . . . , α
gnxn) = αMφ(t, x1, . . . , xn). (34)

Repeating Bruns’ discussion on the non-existence of al-
gebraic integrals, Yoshida reduces the existence of integrals
into the existence of the rational first integrals of weighted
homogeneous functions. Then he arrives at the main re-
sults. If the similarity invariant system of differential equa-
tions has a weighted homogeneous first integral of degree
M , then M is a Kovalevskaya exponent. If the system is
described by a Hamiltonian, and if the Hamiltonian has
a weighted degree h and admits a weighted homogeneous
first integral of weighted degree M , then M and h− 1−M

are Kovalevskaya exponents.
Yoshida (1983b) shows that irrational or imaginary Ko-

valevskaya exponents are inconsistent with the existence of
a sufficient number of algebraic first integrals. Before show-
ing this, he introduces the algebraic integrability of general
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differential equations. Then he tries to extend his result to
non-similarity invariant systems.

The integrability of Hamiltonian systems and the
single-valuedness of solutions near singularities have long
been suspected to have intimate connections. A system of
ordinary differential equations is said to have the Painlevé
property when its general solution does not have movable
critical singularities. Here, a movable singularity means
that the position of the singularity depends upon the
initial conditions. A “critical singularity” means that a
single-valued function, after analytic continuation, has dif-
ferent values at this singularity. The procedure for checking
whether or not a given system has the Painlevé property
is called the Painlevé test. Though it is widely believed
that the Painlevé property is incompatible with chaotic
motions, there is no rigorous proof of this simple statement
yet to date (Goriely, 2000). For reference, Morales-Ruiz
and Ramis (2001a,b) obtained a strong necessary condition
for the integrability of Hamiltonian systems, extending
the work of Ziglin (1983). The condition says that if the
original Hamiltonian system is Liouville-integrable, then
the variational equation around a particular solution is
solvable by a combination of quadratures, exponential of
quadratures, and algebraic functions.

Applying a theorem of Morales-Ruiz and Ramis
(2001a,b) to the two-degrees-of-freedom Hamiltonian,
Yoshida (1999) solved the weak Painlevé conjecture pos-
itively. The conjecture in Yoshida (1999) says that when
the Hamiltonian H = 1

2 (p2
1 + . . . + p2

n) + V (x1, . . . , xn) has
a weak Painlevé property, then it is Liouville integrable. As
to the definition of the weak Painlevé property, see Goriely
(2000) for example. Nakagawa and Yoshida (2001a,b) de-
rived a necessary condition for the integrability of homo-
geneous Hamiltonian systems with two degrees of freedom.
They made a list of all integrable two-dimensional homo-
geneous polynomial potentials with a polynomial integral
of the order of at most four in momenta.

It has been shown that the transversal intersections of
stable and unstable manifolds, i.e. the existence of a horse-
shoe, implies the non-integrability of dynamical systems
(Moser, 1974). Conversely, the non-integrability implies the
existence of transversal intersections of stable and unstable
manifolds in some dynamical systems. One famous exam-
ple is the standard map (Lazutkin et al., 1989). It seems
strange to the authors that the latter property is not yet
proved rigorously. Numerically, the latter property seems
obvious. In fact, “chaos comes from infinity,” i.e. the num-
ber of iterates necessary for completing the horseshoe be-
comes infinite as the system approaches integrable.

Suppose we take a look at an arbitrary small neighbor-
hood of a point in phase space. How are the set of solutions
passing near the point geometrically disposed? The dispo-
sition is closely related to the integrability of the system.
The range of potential dispositions increases with the de-
grees of freedom. At one extreme, there is a possibility that

phase space is strictly stratified by hypersurface. At the
other extreme, any solution curve wanders through all di-
mensions in the neighborhood of the point. This difference
should be reflected in the functional form of solutions.

3. The three-body problem

The three-body problem has a long history, and there
has been a great deal of previous research. This problem
has attracted so many astronomers, physicists, and math-
ematicians, in particular in the twentieth century. This is
because this problem contains many aspects of general dy-
namical systems. Let us point out some of them: The three-
body problem contains (collisional) singularities which give
rise to rich dynamical phenomena. There are various kinds
of periodic orbits and related homoclinic and heteroclinic
phenomena in the three-body problem. This problem can
be used as a testbed of newly devised numerical meth-
ods such as symmetric schemes and symplectic integrators.
New concept of integrability, such as integrability in the
sense of Cn, is introduced as a part of the three-body prob-
lem research. There are various versions of the three-body
problem: restricted, collinear, isosceles, planar, and three
dimensional, each of which asserts its own raison d’etre.
For a particular choice of mass, this problem is reduced to
perturbed two-body problem that is close to be integrable.
Thus, the three-body problem covers from near-integrable
realm to chaotic realm of dynamical systems. The degree
of freedom is from two to four. The three-body problem
has many applications in astronomy and in physics. Triple
interactions of particles are regarded as a basic process in
the dynamics of stars and galaxies. Solutions like oscilla-
tory and non-collision singularity, or “figure-eight”, may
be particular to this problem. Finally but not the last, the
three-body problem is beautiful as it is.

In this section we categorize the study of the three-body
problem into a few parts: Analytical and qualitative stud-
ies, numerical studies, and hierarchical triple systems. We
also mention some current frontiers of three-body problem
research including some recent applications to actual stel-
lar and planetary systems. Due to our inability, many im-
portant topics related to the three-body problem are not
very well described in this section, such as the restricted
three-body problem as an independent field of study.

3.1. Analytical and qualitative studies

After the rigorous proofs of algebraic and analytical
non-integrability by Bruns and Poincaré at the end of
the nineteenth century (see Section 2.4), studies of the
three-body problem moved toward qualitative directions
(cf. Whittaker, 1904). Two famous example problems were
proposed. One is about the existence of non-collision singu-
larity in N -body systems proposed by Painlevé (1897). The
other is about the existence of oscillatory solutions in the
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three-body system (Chazy, 1922). The former was solved
by Xia (1992). The latter was first solved by Sitnikov (1960)
for the restricted three-body problem, then later solved
through a perturbative approach in the three-dimensional
isosceles three-body problem by Alekseev (1968a,b, 1969),
and finally, in the planar isosceles problem by Xia (1994).
C. Siegel questioned why the three-body problem was not
integrable. Siegel (1941) showed that triple collision is an
essential singularity, and that triple collision is the origin
of bad behaviors in the three-body problem.

Chazy (1922) described all possible types of final mo-
tion, i.e., behavior as t → ±∞, of the three-body problem.
After Chazy, from the 1940s to the 1960s, qualitative stud-
ies of the three-body problem flourished in the former So-
viet Union (USSR). Final motions are classified into H, P,
E, B, and OS, corresponding to hyperbolic, parabolic, el-
liptic, bounded, and oscillatory motion. The initial motion
is suffixed by − and final motions are suffixed by +. For
example, HE−

j → HE+
i means that as t → −∞, one par-

ticle escapes (H) and the remaining two particles form a
binary (Ej) where the escaping particle is the j–th particle.
As t →∞, one particle escapes (H) and the remaining two
particles form a binary (Ei) where the escaping particle is
the i–th particle. In this particular example, the motion is
called “exchange” when i 6= j, and the measure of this kind
of orbits in phase space has been proved to be positive.

Classifications of the final and initial motions of the
three-body problem were intensively carried out (e.g. Mer-
man, 1958; Khilmi, 1961). This was a modest approach
compared with the conventional pursuit of individual or-
bits. In the new approach, we are content with understand-
ing the behavior of a bundle of orbits. The possibility of
capture, escape, and exchange was discussed, and some im-
portant quantitative results have been obtained. See the
reviews by Hagihara (1971) and Alekseev (1981) for more
detail.

Saari (1971) studied the relation between collision
singularity and the N -body problem. McGehee (1974) in-
troduced a remarkable set of coordinates in the three-body
problem. The coordinates are remarkable in the sense that
triple collision is blown up to a manifold and orbits ap-
proaching triple collision move along the fictitious orbits
on this collision manifold. Owing to these coordinates,
theoretical research have been revitalized. People such as
R. Moeckel, C. Simo, and R. L. Devaney have deployed the
McGehee variables and analyzed the behavior of solutions
of the three-body problem near triple collision. Recently,
computer-aided research has tried to reveal the structure
of general phase space in various settings (e.g. Tanikawa
et al., 1995; Umehara, 1997; Zare and Chesley, 1998;
Umehara and Tanikawa, 2000; Tanikawa and Mikkola,
2000a,b; Tanikawa, 2000). There is a special field of study
in which escape criteria are the target (e.g. Marshal, 1990);
Yoshida’s criteria (Yoshida, 1972, 1974) are considered as
the best at present.

3.2. Numerical studies

Numerical studies of the three-body problem have a rel-
atively long history, dating back to an era before the arrival
of digital computers. Numerical integrations of the periodic
solutions of the restricted three-body problem were carried
out by two groups in the first half of the twentieth century,
either by hand or using the Tiger accumulators. One of
these groups was called the Copenhagen school, headed by
E. Strömgren (Strömgren, 1935). The other was a Japanese
group headed by T. Matukuma (Matukuma, 1933). After
the introduction of electronic computers, Hénon (1965) sys-
tematically followed the scenario of the Copenhagen school,
and started the quest for periodic orbits. Throughout the
latter half of the twentieth century, following the intro-
duction of electronic computers, the restricted three-body
problem has been used as a mathematical model to express
real dynamical phenomena in the real world. Examples are
the studies on instability of asteroidal motion (e.g. Wisdom,
1983), origin of planetary spins (e.g. Tanikawa et al., 1989,
1991), collision probability of planetesimals (e.g. Nakazawa
et al., 1989a,b), stability of planetary ring systems (e.g.
Hénon and Petit, 1986; Petit and Hénon, 1987), or impos-
sibility of the capture of satellites (e.g. Tanikawa, 1983).

Hénon (1965) was one of the first group of people to
have started the numerical check of the KAM theory and
the numerical study of the stability of periodic orbits, using
the restricted three-body problem as a tool. It seems obvi-
ous that Hénon followed the tradition of Poincaré, treating
the restricted three-body problem as a representative ex-
ample of dynamical systems. In addition, Hénon was among
the first generation of so-called “hackers”. Since Hénon, the
restricted three-body problem has been the target of re-
search, as well as a good testbed, for electronic computers.
V. Szebehely, W. H. Jefferys, V. V. Markellos, and many
other people joined these researches at the frontier.

In addition to the numerical study of the restricted
three-body problem, numerical integrations of the general
three-body problem also started along with the popular-
ization of electronic computers. Celestial mechanists all
over the world began to take part, such as S. Aarseth (UK),
J. P. Anosova (USSR), R. Broucke (USA), S. Mikkola
(Finland), D. C. Heggie and P. Hut (UK), K. Zare
(USA), V. Szebehely (USA), G. Contopoulos (Greece),
S. Yabushita (Japan), or K. Tanikawa (Japan). There are
a lot of variations within the general three-body problem:
the collinear problem, planar and spatial isosceles prob-
lem, general planar problem, hierarchical problem, free-fall
problem, and many others. For astronomical application,
encounters of single and binary stars are important, and
the timescale for the disintegration of such systems has
been studied (e.g. Heggie, 1975; Heggie and Hut, 1993).
The research on stability of the hierarchical three-body
problem that was started by Harrington (1975) may be
closely related to the study of extrasolar planetary systems.
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Numerical study of the three-body problems have also
demonstrated how difficult accurate numerical integrations
of gravitational N -body problems are, even when N is
not large. For example, Szebehely and Peters (1967) nu-
merically solved the three-body Pythagorean problem in
which the three bodies initially fixed on the vertices of a
Pythagorean triangle with edges of lengths 3, 4, and 5,
providing a movie of the results as well. People looking at
this movie understood the difficulty in predicting final mo-
tions of the three-body problem with many close encoun-
ters. Miller (1964) numerically integrated back and fourth
a few-body problem and showed the deterioration of the
accuracy when the system experiences a close encounter.
He measured the accuracy by the phase distance of the
system at t = 0 and the system returned to t = 0 af-
ter some excursions in the phase space. Miller pointed out
that Hamiltonian systems are exponentially unstable, and
that this causes unreliability of numerical integrations. At
nearly the same time, international comparison of the ac-
curacy of numerical integrations using the same 25-body
problem has been carried out (Lecar, 1968; Hayli, 1970).
Nine of eleven participating groups integrated “the stan-
dard” 25-body problem beginning with the free-fall initial
conditions until ∼ 2.5 crossing times. It has been shown
that depending on computers, different bodies escape from
the system at different times. Further, the number of esca-
pers differs from computer to computer. The problem raised
in this comparison is still open. Another comparison using
32 bodies was performed (Miller, 1971a,b), which raised a
similar question (Aarseth and Lecar, 1975). These difficul-
ties in numerical integration of N -body systems have led us
to the development of more sophisticated numerical tech-
niques, especially those of regularization (see Section 5.1).

3.3. Hierarchical triple systems

It might not be wrong to say that most of the three-
body systems in the universe have hierarchical structures
with a high contrast of component masses. In these systems,
declaring a clear definition or a clear criterion of stability
and instability is essential.

So far there are three different stability criteria in the
literature relevant to hierarchical triple systems. First: a
hierarchical system is stable if there is no escape of a body
(e.g. Anosova, 1996). The stability in this sense is called the
E-stability. Second: a hierarchical system is stable if there is
no change in configuration (e.g. Szebehely and Zare, 1977;
Kiseleva et al., 1994a,b). Here the configuration is defined
as being changed when the partner of the inner binary is re-
placed, or when the hierarchical configuration itself is lost.
This stability is called the CN-stability. Third: a hierarchi-
cal system is stable if there are neither secular changes nor
large variations in semimajor axis and/or eccentricity (e.g.
Harrington, 1975; Black, 1982; Donnison and Mikulskis,
1992). The stability in this sense is called the T-stability.

Among the three stability criteria, the T-stability is,
as Harrington himself admitted, subjective and rather a
poorly specifying one. For example, Black (1982) consid-
ered that the upper limit of the variations of semimajor axis
should be 10%. He thought that systems with larger vari-
ations would be E-unstable. The value of 10% has no the-
oretical background. Hence the criterion may change from
author to author, as Black (1982) or Pendleton and Black
(1983) indicated.

The CN-stability is a better-defined concept since two-
body energies of pairs can be estimated from the orbital
information. However, the change of the three-body config-
uration that this criterion supposes might be slightly too
drastic, judging from that fact that there exist triple stel-
lar systems such as the CH Cyg system (e.g. Mikkola and
Tanikawa, 1998a) that show cataclysmic variation presum-
ably without a drastic change in three-body configuration.
We need another, milder criterion.

Here we propose yet another stability criterion: A hi-
erarchical system is stable when there occurs neither col-
lision of components nor escape of a body. Hereafter we
call the stability in this sense as C-stability. Suppose that a
collision takes place between the inner binary components.
Then, the C-stability criterion distinguishes prograde and
retrograde hierarchical systems.

Checking the C-stability numerically is easy, if we give
finite non-zero radii to the components, or if we use a nu-
merical technique developed by Tanikawa et al. (1995). It
is conceivable that near-collision orbits develop changes in
configuration. Therefore, we cannot say in general which of
CN- and C-stabilities is stronger.

To organize the relationship between E-, C-, and T-
stabilities, consider the sets of E-, C-, and T-stable trajec-
tories in phase space for a given combination of masses.
Evidently, we have T ⊂ C ⊂ E. T is a proper subset of C.
On the other hand, C and E may have common boundaries,
i.e., some C-unstable systems may also be E-unstable.

There is a series of numerical studies for the stability
of hierarchical triples initiated by Harrington (1975, 1977).
His criterion is that there is no secular change in a and e of
the triple. Let q2 be the periastron of the outer binary and
a1 be the semimajor axis of the inner binary. Three masses
are m1, m2, and m3, among which m3 is of the outer body.
Harrington proposed a sufficient condition for stability of
the planar three-body problem in the form

q2

a1
≥ (q2/a1)0

log10 1.5
log10

(
1 +

m3

m1 + m2

)
, (35)

where (q2/a1)0 is the least stable value for the equal-mass
triples. (q2/a1)0 has different values depending on the di-
rection of rotation of the outer body. Following Harrington,
Szebehely and Zare (1977), Black (1982), Donnison and
Mikulskis (1992) derived better criteria. The newest crite-
rion is due to Mardling and Aarseth (1999). Their criterion
for the planar prograde motion is
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q2

a1
≥ C

[(
1 +

m3

m1 + m2

)
1 + eout√
1− eout

] 2
5

, (36)

where eout is the eccentricity of the outer binary. The con-
stant C ' 2.8 is determined empirically.

As we will mention later (such as in Section 4.2), recent
investigations into the long-term stability of planetary or-
bits have exhibited a large volume of chaotic orbits that
are actually stable in the sense that they survive billions
of years without resulting in collisions between planets.
These results suggest the existence a class of orbits that are
chaotic as well as C-stable in N -body systems with N > 3.

3.4. New frontiers of the three-body problems

The three-body problem has long been an attractive but
dangerous subject for students. This is because the three-
body problem has quite a simple setting that even a high
school student can understand, and it appears relatively
easy to find something new even for a beginner. However,
the three-body problem has been investigated in such a
great detail for so many years that it is actually very diffi-
cult for a newcomer to quickly obtain anything new in this
field. Thus, experienced scientists often give an alert to new
students, “Never be attracted to the three-body problem.
It is too dangerous.”

Although purely theoretical aspects of the three-body
problem are quite formidable for students, the advent of
fast computers allows us to observe and analyze the ever-
increasing complexity of the phase space created by the
three-body problem. There is an opinion that the general
three-body problem can only survive as a toy for eccen-
tric scientists. What is the purpose of solving the motion
only of three particles? Is there any relation to the other
field of sciences even if one knows how three bodies move?
Fortunately, however, the three-body problem has rather
strong connections to other fields. From a practical point
of view, the three-body problem has yielded many new
applications to astrophysics. Some examples are given in
Section 3.5. From a theoretical point of view, connections
between the three-body problem and general Hamiltonian
systems are rather strong. Indeed, the equations of motion
of the three-body problem are among the simplest and the
most meaningful examples of differential equations appear-
ing in astronomy, physics, and mathematics. Moreover, the
equations are non-integrable: the set of solutions may have
a very complicated and intriguing structure. Theoretical
and numerical techniques developed in general Hamilto-
nian systems and in general differential equations have been
checked of their effectiveness in terms of the three-body
problem. Conversely, techniques developed in the three-
body problem have been extended to a broader class of dif-
ferential equations. This tendency will continue in the new
century.

One promising approach to the three- and several-body
problem is to apply symbolic dynamics. It might be called
“numerical symbolic dynamics”. In symbolic dynamics, an
orbit is replaced by a finite, infinite, or bi-infinite sequence
of symbols that represent special events along the orbit.
Typically, a special event corresponds to the occupation of
special place in phase space. The number of special places
is equal to the number of symbols necessary to construct
a symbol sequence. The origin of symbolic dynamics dates
back to Hadamard (1898) and the textbook of Birkhoff
(1927); the method was soon developed in a paper entitled
Symbolic Dynamics by Morse and Hedlund (1938). Alek-
seev (1968a,b) applied symbolic dynamics to the three-
body problem (see also Alekseev, 1981). Alekseev used sym-
bolic dynamics to prove the existence of oscillatory orbits
in the general three-body system. On an oscillatory orbit
of the three-body system, one of the bodies is repeatedly
ejected from the remaining two bodies, and the amplitude
of the ejection distance becomes unbounded in time.

Numerical symbolic dynamics has recently been used
to unveil qualitative properties of three-body orbits. Ex-
amples of successful applications of numerical symbolic
dynamics to the few-body problem are Tanikawa and
Mikkola (2000a,b), Zare and Chesley (1998), Sekiguchi and
Tanikawa (2004), Sano (2004), and Saito (2005). Tanikawa
and Mikkola (2000a,b), in the one-dimensional three-body
problem, explicitly used two types of binary collision and a
triple collision along orbits as three symbols, and replaced
the orbits with sequences of these three symbols. Using
general techniques of symbolic dynamics such as making
the transition graph, and searching inadmissible symbol
sequences and periodic sequences, they succeeded in ob-
taining qualitative properties of orbits and phase space
structure of the one-dimensional three-body problem with
equal mass. These studies happened to clarify the relation
between the phase space structure and triple collisions.
Collision orbits are on the stable or unstable manifolds of
the fixed points on the collision manifold in the extended
phase space. It has been clearly illustrated that stable and
unstable manifolds form the backbone of the phase space.
In addition, triple collisions have been easily identified.
This method has been applied to the symmetric four-body
problem (Sekiguchi and Tanikawa, 2004) and the collinear
Helium nucleus (eZe) problem (Sano, 2004). The tech-
nique is expected to be applicable to the planar three-body
problem with zero angular momentum.

At the turn of the century, unexpected and surprising
news spread through the celestial mechanics community:
A proof of the existence of a new type of periodic orbit,
the figure-eight (“8”) orbit (Chenciner and Montgomery,
2000). This solution has been called “a choreographic so-
lution” (Simó, 2002). This is because bodies dance along
a single track on the plane in this type of orbits, with all
the bodies having the same mass with time shift equal to
1/3 of the period. The figure-eight solution lives on the
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hypersurface of zero angular momentum, and it is stable.
Chenciner and Montgomery (2000) noted that the space of
oriented triangles in the plane formed by three bodies up to
translation and rotation, if normalized by the inertial mo-
ment, is a 2-sphere. They called this the “shape sphere”.
The north and south poles correspond to equilateral trian-
gles (Lagrange configurations), the equator corresponds to
degenerate triangles (collinear configurations), and three
equally separated meridians correspond to isosceles trian-
gles. Cross points of these meridians and the equator are
either collinear Euler configurations Ei, or binary collisions
Ci. The shape sphere is divided into twelve similar regions
by three meridians and the equator. A path in one of the
twelve regions, starting at the Euler configuration and end-
ing at an isosceles configuration, is copied to the remain-
ing eleven regions with the aid of symmetry. Upon connec-
tion, these twelve paths form one closed path on the shape
sphere. Chenciner and Montgomery (2000) first showed
that the action-minimizing path has zero angular momen-
tum. Then they showed that the action-minimizing path
does not experience collision. Finally they showed that the
connected path actually corresponds to a closed path in the
configuration space and to the figure-eight solution.

Simó (2002) studied numerically the figure-eight orbit
and its neighboring orbits. He took a surface of section near
a phase space point where the figure-eight orbit becomes
collinear. He integrated 36 million orbits around there un-
til one of collision, long ejection to some distance, and the
completion of 5,000 revolutions of the figure-eight orbit oc-
curs. He plotted the initial points of the surviving orbits,
and discussed various properties of these orbits. There was
no choreographic orbit other than the figure-eight orbit on
this local surface of section. Then Simo changed his strat-
egy. He extended the figure-eight orbit problem in two dif-
ferent directions. One direction was to try different mass
combinations. He found periodic orbits, but they were non-
choreographic. The other direction was to give non-zero an-
gular momentum. In this case, Simo found a lot of choreo-
graphic orbits: the figure-eight rotates and closes after some
revolutions.

Seven years before Chenciner and Montgomery (2000),
C. Moore (1993) had numerically found the figure-eight
periodic solution of the three-body problem. His ideas are
remarkable in three-fold aspects. First, Moore considered
the planar N -body problem and construct braids in 2+1
space-time. Second, Moore embedded the gravitational N -
body problem in the dynamics with potential

V =
N∑

i

N∑

j

Vij , Vij = Amimjr
α
ij (−2 ≤ α ≤ 2). (37)

The third idea is that Moore put the problem in the ex-
trema principle. He observed that the system is integrable
for α = 2, and that the bodies move around the center of
mass harmonically. So, all braids are trivial when α = 2,

whereas all braid types exist when α = −2. For intermedi-
ate values of α, some braids exist, while others do not: In
the word of the N -body problem, some periodic orbits ex-
ist, while others do not. Moore confirmed that the changes
in accordance with α is monotone. To obtain periodic or-
bits, Moore first specified the braid type, and started with
a test orbit that realizes this braid type. His action reads

∂τS = −m

∫ (
d2x
dt2

− F (x)
m

)2

dt. (38)

This becomes maximal when the acceleration on the
path is derived from force. Moore moved from one path to
another in order that ∂τS increases. If a collision takes place
before the action maximizing path is attained, then there is
no periodic orbit corresponding to the given braid, because
the braid type changes through collision. In this way, Moore
found the figure-eight orbit for α < 2. He found other kind
of orbits as well. However, the figure-eight orbit is the only
choreographic orbit (see Table I of Moore (1993)). We might
want to look for other choreographic orbits using Moore’s
method.

The discovery of the figure-eight orbit triggered an ex-
plosion of the study of choreographic (or dancing) N -body
solutions (note that these names were given by C. Simó).
Together with many other publications, works by T. Fu-
jiwara and collaborators are worth being mentioned (Fu-
jiwara et al., 2003a,b, 2004a; Fujiwara and Montgomery,
2003). They found very interesting and simple properties
of the zero angular momentum solution of the three-body
problem. One is the three-tangents theorem which says that
in the center of gravity system, three tangents to the direc-
tions of motion of mass points always cross at a point or at
infinity. Similarly, in the center of gravity system, if the mo-
ment of inertia is constant, then normal lines to the velocity
vectors at bodies meet at a point or at infinity. Kuwabara
and Tanikawa (2006) extended the three-tangents theorem
and three-normals theorem to the planar three-body prob-
lem with non-zero angular momentum. Fujiwara and his
collaborators also showed that the form of the figure-eight
solution is a lemniscate when the force has an additional
repulsive term (Fujiwara et al., 2003a). One other property
they have shown is the convexity of the figure-eight orbit
(Fujiwara et al., 2003b). Though the exact functional form
of the figure-eight orbit is still unknown, the figure-eight
orbit turned out to have a non-constant moment of inertia
(Fujiwara and Montgomery, 2003). Fujiwara et al. (2004a)
suggested a direction of general study of the planar three-
body problem with the aid of a three-tangents theorem.

Choreographic N -body solutions and related topics
will remain an important and exciting subject in the early
twenty-first century. A lot of solutions for the N -body
problem of this kind have been found, and continuously
being found. Mathematical structures of the solutions and
their positions in phase space are attracting many scien-
tists, which may affect all other branches of mathematical
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sciences as the three-body problem has done. It has been
found that embedding the gravitational N -body problem
in a sequence of different force laws characterizes the grav-
itational N -body problem itself. Works by Fujiwara and
Moore are good examples. We will find further interest-
ing issues of the choreographic N -body problem in this
direction.

3.5. Applications to actual planetary and stellar systems

The three-body problem shows even larger importance
when it is applied to actual planetary or stellar systems.
Since there have been so many applications of the restricted
three-body problem to astronomy, it is impossible to cover
the whole range of applications in this manuscript. Some
of them are dispersed in various sections. As for the fu-
ture direction of the application, the restricted three-body
problem will be applied to newly discovered multiple stel-
lar systems, such as extrasolar planetary systems or stars
around binary blackholes. As for the general three-body
problem, the authors would like to point out two promis-
ing directions of study. The Kozai mechanism is involved
in both of them.

The first one is the study of long-periodic variable stars,
for example, a very strange variable, CH Cyg (Mikolajew-
ski et al., 1990). In the nineteenth century, CH Cyg used
to be a standard star. Later it became a semi-regular star.
Then, it suddenly started its prominent activity in 1963.
Since then it has been almost constantly emitting radio,
optical, and even X-ray jets. Its brightness changes by a
few magnitude. Actually CH Cyg was recognized as a bi-
nary star (Yamashita and Maehara, 1979), but this kind of
sudden start of stellar activity cannot be simply explained
by a binary star model. Through infrared spectral obser-
vations, CH Cyg turned out to be a triple (Hinkle et al.,
1993). As a binary, it has a period of around two years. But
as a triple, it has a period of 14 years. How can a triple like
this maintain this long-periodic activity, apparently longer
than a hundred years? The first trial to solve this problem
was done by Mikkola and Tanikawa (1998b). They proposed
the Kozai mechanism as a dynamical model to explain the
behavior of CH Cyg. The Kozai mechanism has increasing
importance in the various fields of astronomy. In the hier-
archical three-body problem, the Kozai mechanism has a
long periodicity called the Kozai cycle. The period TKozai

of the Kozai cycle is numerically fitted to a formula as fol-
lows (Aarseth, 2003):

TKozai =
T 2

out

Tin

(
1 + qout

qout

)(
1− e2

out

) 3
2 g(ein, ωin, ψ) (39)

where Tout and eout are the orbital period and eccentric-
ity of the outer binary, Tin, ein, ωin are the orbital period,
eccentricity, and argument of pericenter of the inner bi-
nary, ψ is the orbital inclination, qout = m3/(m1 + m2),
and g is a function of order unity depending on its argu-

ments. As is seen in (39), TKozai is longer than the orbital
period of the outer component of a triple by a factor of
ten or more. When the orbital planes of the three bod-
ies coincide, the eccentricity of the inner binary increases.
Hence at the pericenter, the supergiant component of CH
Cyg may fill its Roche lobe. Overflowed material accretes
onto a companion—neutron star or white dwarf. During
this stage, CH Cyg repeats activity in two year periodicity.
On the other hand when the orbital planes of two binaries
differ, the inner binary becomes a detached system without
any activity. This is the basic explanation for the strange
behavior of CH Cyg.

Related to this study is the direct search for long peri-
odic variables. For example, Fujiwara et al. (2004b) com-
pared seven historical star catalogues from Almagest to
Uranometria, and tried to find long periodic variables. Fu-
jiwara and her colleagues found 57 Peg and 19 Psc as candi-
dates (Fujiwara and Hirai, 2006). Dynamical work (Mikkola
and Tanikawa, 1998b) and astrophysical work (Fujiwara
and Hirai, 2006) may give impetus to the study of variable
stars that have been considered irregular until now and left
unanalyzed. In this respect, a systematic dynamical study
of three-dimensional hierarchical triple systems is strongly
desired.

The second example of the promising directions of the
general three-body problem is the study of blackholes in
the center of galaxies which recently draw a large attention.
Merged galaxies may contain two or more super-massive
blackholes in their center. Then, for the evolution of the
entire galaxy, the evolution of central super-massive black-
holes is crucial. There arises a relativistic three-body prob-
lem. If mergings are numerous, the frequency of triple black-
holes is high. There can be a considerable change in the
fate of the central part of a galaxy whether it has a black
hole binary or a triple blackhole. Merging timescale of a
binary blackhole is said to be longer than the age of the
universe. Iwasawa et al. (2006) studied this problem. They
found that three-dimensional three-body problem of super-
massive blackholes significantly shorten the timescale. In-
deed, as in the case of stellar triples, there are configura-
tions in which the Kozai mechanism is effective. In these
cases, when the orbital planes coincide, the inner binary
may emit gravitational waves at their pericenter and their
orbit shrinks. This substantially speeds up the orbital evo-
lution of the inner binary. Then, the binary merges during
the timescale shorter than the Hubble time.

4. Solar system dynamics

In the latter half of the nineteenth century, discoveries
of major and minor planets were the most significant issue
in celestial mechanics. Also, earlier in the twentieth cen-
tury, the existence of another planet was predicted, and the
effort to find it bore fruit when C. W. Tombaugh made his
discovery of Pluto in 1930. This kind of activity was directly
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connected to the development of analytical perturbation
theories, now gradually being replaced by numerical inte-
grations. In what follows, we describe several major aspects
of the research in solar system dynamics: progress of ana-
lytical perturbation theories, long-term dynamical stability
of the solar system planetary motion, dynamical studies of
planet formation, dynamical studies of small bodies, and
planetary rotation. Many important topics related to solar
system dynamics are not described here due to authors’ in-
competence such as dynamics of near-Earth asteroids and
that of ring-satellite systems, motion and control of arti-
ficial satellites and spacecrafts, theory of planetary tides,
interaction between solar system bodies and protoplane-
tary nebula, and orbital determination. The description
about bodies at the outer edge of the solar system (trans-
Neptunian objects including the Kuiper Belt, the scattered
disk, and the Oort Cloud objects) is extremely limited, and
should be expanded far more. The subsection 4.5 for the dy-
namics of planetary rotation should have been longer and
more extensive, incorporating the latest observation results
and their dynamical interpretation. Also, we do not have
a specific section about extrasolar planetary systems that
offer us an extremely large variety of testbeds for solar sys-
tem dynamics. This is because we think the most method-
ology of extrasolar planetary systems research is already
embedded in the conventional studies of solar system bod-
ies, many of which we have described in this manuscript.

4.1. Progress of perturbation theories

In the era of Laplace or Lagrange, solar system plane-
tary motion and its stability were the central issues of as-
tronomy. The perturbation equations of orbital elements
derived by the method of variation of constant are now
called Lagrange’s planetary equations. Also, a secular per-
turbation theory up to the lowest order in planetary ec-
centricity and inclination is called the Laplace–Lagrange
method. In the nineteenth century, urged on by the advent
of accuracy in astronomical observation of planetary mo-
tion, greater precision and reliability were required of ana-
lytical perturbation theories in order to describe and pre-
dict planetary motion. Many famous astronomers such as
U. J. J. LeVerrier, S. Newcomb, and G. W. Hill devoted a
large part of their lives to construct accurate perturbation
solutions of planetary motion.

In addition to planetary motion, lunar motion had
drawn the attention of scientists working on analytical per-
turbation theories until the end of the nineteenth century.
Newton showed in Principia that the principal periodic
perturbation in lunar motion can be ascribed to the action
of the Sun. For constructing the accurate ephemeris of the
Moon, the method of the variation of arbitrary constants
was studied in the eighteenth century by Euler, and was
later discussed in more detail by Poisson in the mid nine-
teenth century. This method, which had been an important

foundation of canonical perturbation theories in the twen-
tieth century, was further developed by Delaunay in the
1860s. Delaunay completed the application of his method
to the solution of the lunar “main problem” where only the
Moon, the Earth, and the Sun are taken into account and
considered as point masses. After Delaunay in the 1880s,
Hill provided the calculation of the terms arising from
the non-sphericity of the Earth, and Radau calculated the
planetary perturbations in the 1890s. All this work created
a strong basis for the analytical perturbation theories that
were developed later in the twentieth century. Brouwer
and Hori (1962) provide a concise summary of the history
of lunar perturbation theories.

Based on the legacy of the nineteenth century, a
classical planetary perturbation theory by Brouwer and
van Woerkom (1950) was developed as an extension
and a rebuild of Hill’s theory (Hill, 1897). Brouwer and
van Woerkom (1950) included the terms up to the sixth
degree in the eccentricities and inclinations of Jupiter and
Saturn. They also considered terms related to the “great
inequality” (i.e. the near equality to the 5:2 mean motion
resonance) between Jupiter and Saturn up to the second
order in planetary masses.

Bretagnon (1974) and Bretagnon and Francou (1992)
extended the classical theory of Brouwer and van Woerkom
(1950). Bretagnon’s analytical theory includes the terms
up to the fourth degree in planetary eccentricities and
inclinations, and up to second order in planetary masses.
Based on the preceding research, Laskar developed a very
high-accuracy semi-analytical secular perturbation theory
(Laskar, 1985, 1986, 1988, 1990). Laskar’s theory includes
terms up to the sixth degree in planetary eccentricities and
inclinations, and up to second order in planetary masses.
Laskar’s secular perturbation theory is an extension of
Duriez’s (1977; 1982) preceding work concerning the four
jovian planets. Laskar solved the equations of motion of
secular planetary perturbation, decomposed the solutions
into Fourier components, and obtained the frequencies and
the amplitudes of major periodic oscillations. This theory
now serves as a standard in the area of classical secular
planetary theories.

After the epochal launch of Sputnik in 1957, the ap-
plication of analytical perturbation theories suddenly ex-
panded toward the motion of artificial satellites. Starting
from the three famous papers (Garfinkel, 1959; Kozai, 1959;
Brouwer, 1959) published consecutively in the same issue of
the same journal, a large number of theories have been pub-
lished about the motion of artificial satellites around the
Earth, composing the fundamental theoretical basis of the
more than 5,000 artificial satellites that have been launched
since Sputnik. Kozai (1962a) and Kinoshita (1977b) estab-
lished very high-accuracy theories of the motion of arti-
ficial satellites. Analytical perturbation theories for high-
eccentricity and high-inclination satellite orbits have been
developed by E. Brumberg and V. A. Brumberg, exploit-
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ing elliptic functions (Brumberg et al., 1995; Brumberg and
Brumberg, 1995, 2001). New theories are still being pub-
lished in the field of satellite control and astronautics, with
plenty of good and detailed textbooks dealing with this is-
sue such as those by Taff (1985), Battin (1987), or Mon-
tenbruck and Gill (2000).

One class of the newer perturbation methods is based on
Hamiltonian dynamics: The canonical perturbation theory.
In a general problem with small perturbation, suppose that
a simple, time-independent Hamiltonian H with n degrees
of freedom be written as

H(θ1, θ2, · · · , θn, J1, J2, · · · , Jn)

= H0(J1, J2, · · · , Jn)

+Hpert(θ1, θ2, · · · , θn, J1, J2, · · · , Jn) (40)

with Hamilton’s canonical equations

dθi

dt
=

∂H

∂Ji
,

dJi

dt
= −∂H

∂θi
(i = 1, · · · , n) (41)

where θi and Ji are the angles and actions of the unper-
turbed (and integrable) system, H0. The perturbed part of
the Hamiltonian Hpert is assumed to be much smaller than
the unperturbed part (i.e. Hpert/H0 = O(ε)).

In canonical perturbation theories, we apply canonical
transformations to the system described by (40) and (41),
trying to reduce a system with terms of non-integrable na-
ture (Hpert) to an integrable form. This procedure is equiva-
lent to eliminating short-periodic terms (i.e. angle-like vari-
ables) from the Hamiltonian by averaging processes. Our
eventual goal is to make the system depend only on actions
which are constant. More specifically, we want to convert
the Hamiltonian (40) by a canonical transformation into a
form as

H∗(−, θ∗2 , · · · , θ∗n, J∗1 , J∗2 , · · · , J∗n)

= H∗
0 (J∗1 , J∗2 , · · · , J∗n)

+H∗
pert(−, θ∗2 , · · · , θ∗n, J∗1 , J∗2 , · · · , J∗n) (42)

where “−” denotes that a variable is eliminated by an aver-
aging process (in this case, θ1 is supposed to be eliminated
from the system), and the superscript ∗ denotes that this
system has been canonically transformed. Canonical equa-
tions using a time-like variable t∗ will be

dθ∗i
dt∗

=
∂H∗

∂J∗i
,

dJ∗i
dt∗

= −∂H∗

∂θ∗i
, (43)

for i = 1, · · · , n. Similarly, we eliminate θ∗2 from H∗ by
another averaging process as

H∗∗(−,−, θ∗∗3 , · · · , θ∗∗n , J∗∗1 , J∗∗2 , · · · , J∗∗n )

= H∗∗
0 (J∗∗1 , J∗∗2 , · · · , J∗∗n )

+H∗∗
pert(−,−, θ∗∗3 , · · · , θ∗∗n , J∗∗1 , J∗∗2 , · · · , J∗∗n ) (44)

with
dθ∗∗i

dt∗∗
=

∂H∗∗

∂J∗∗i

,
dJ∗∗i

dt∗∗
= −∂H∗∗

∂θ∗∗i

, (45)

for i = 1, · · · , n. If this series of canonical transformations
remains possible until we have eliminated all the angle-like
variables, we will end up with obtaining a Hamiltonian that
contains only actions as

H∗···∗(−, · · · ,−, J∗···∗1 , J∗···∗2 , · · · , J∗···∗n )

= H∗···∗
0 (J∗···∗1 , J∗···∗2 , · · · , J∗···∗n )

+H∗···∗
pert (−, · · · ,−, J∗···∗1 , J∗···∗2 , · · · , J∗···∗n ) (46)

with a set of canonical equations of motion

dθ∗···∗i

dt∗···∗
=

∂H∗···∗

∂J∗···∗i

,
dJ∗···∗i

dt∗···∗
= −∂H∗···∗

∂θ∗···∗i

, (47)

for i = 1, · · · , n. Then, the system described by (40) and
(41) would be integrable: The second equation of (47) tells
us that all J∗···∗i are constant; they are true actions of H∗···∗.
Also, from the first equation of (47), it turns out that the
angles θ∗···∗i are just proportional to the time-like variable
t∗···∗.

In the field of general canonical perturbation methods,
we should mention the epochmaking transformation theory
of G. Hori (Hori, 1966, 1967, 1970, 1971) which utilizes the
Lie transformation and accomplishes an explicit canonical
transformation. This explicitness is the most significant ad-
vantage of Hori’s method in its practical use, making it far
more advanced than the traditional von Zeipel method (cf.
von Zeipel, 1916). Later, Deprit (1969) proposed another
form of the explicit canonical transformation theory equiv-
alent to Hori’s.

The explicitness of Hori’s general perturbation the-
ory may be summarized as follows (Hori, 1966). First, let
us assume that (ξj , ηj) is a set of 2n canonical variables
with j = 1, 2, · · · , n. Let f(ξ1, ξ2, · · · , ξn, η1, η2, · · · , ηn) and
S(ξ1, ξ2, · · · , ξn, η1, η2, · · · , ηn) be arbitrary functions of
(ξj , ηj). Here we introduce a differential operator Dn

S as:

D0
Sf = f,

D1
Sf = {f, S} , (48)

Dn
Sf = Dn−1

S (D1
Sf), (n ≥ 2)

with the Poisson brackets {, }. The theoretical basis that
Hori (1966) relies upon is the fact that was discovered by Lie
(1888): A set of 2n variables xj , yj (j = 1, · · · , n) defined by

f(x1, · · · , xn, y1, · · · , yn)

=
∞∑

n=0

εn

n!
Dn

Sf(ξ1, · · · , ξn, η1, · · · , ηn), (49)

is canonical if the series in the right-hand side of (49) con-
verges, where ε is a small constant that is independent of
ξj and ηj . When f(ξ1, · · · , ηn) = ξj or f(ξ1, · · · , ηn) = ηj ,
from (49) we get

xj = ξj +
∞∑

n=1

εn

n!
Dn−1

S

∂S

∂ηj
,

yj = ηj −
∞∑

n=1

εn

n!
Dn−1

S

∂S

∂ξj
.

(50)
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What is most remarkable in (50) is that the new vari-
ables (xj , yj) and the original variables (ξj , ηj) are not
mixed: xj and yj are only on the left-hand sides, while the
right-hand sides of (50) are the functions only of ξj and ηj .
We can compare (50) with the conventional form of canon-
ical transformation as

xj = ξj + ε
∂S̃

∂yj
, yj = ηj − ε

∂S̃

∂ξj
, (51)

where S̃(ξ1, · · · , ξn, y1, · · · , yn) is a function of the mixed
set of original and new variables, ξi and yi. When ε is small
enough, S(ξ1, · · · , ξn, η1, · · · , ηn) and S̃(ξ1, · · · , ξn, y1, · · · , yn)
are related to each other by the following equation:

S = S̃ − ε

2

n∑

j=1

∂S̃

∂ξj

∂S̃

∂ηj

+
ε2

12

n∑

j=1

n∑

k=1

(
∂S̃

∂ξj

∂S̃

∂ξk

∂2S̃

∂ηj∂ηk

+4
∂S̃

∂ξj

∂S̃

∂ηk

∂2S̃

∂ηj∂ξk
+

∂S̃

∂ηj

∂S̃

∂ηk

∂2S̃

∂ξj∂ξk

)

+O(ε3). (52)

In (51), the relationship between the new variables
(xj , yj) and the original variables (ξj , ηj) is implicit, while
it is explicit in (50). Obviously, the explicit relationship
(50) is far more useful in many of the realistic problems
of actual dynamical application of canonical perturbation
theories.

One of the major obstacles for traditional analytical
perturbation theories is that they are hard to use for treat-
ing the orbits that cross each other, such as those of near-
Earth asteroids. This kind of orbit introduces a singular-
ity in the Hamiltonian. The averaging of the equations of
motion that is traditionally used to compute secular per-
turbations is not definable. This singularity problem has
recently been overcome in a series of efforts in a secular the-
ory by G. F. Gronchi (Gronchi and Milani, 1999a,b, 2001;
Gronchi and Michel, 2001; Gronchi, 2002). He showed that
it is possible to define generalized averaged equations of
motion for crossed orbits. These are obtained using Kan-
torovich’s method of extraction of singularities. The mod-
ified distance used to approximate the singularity is the
same one used by Wetherill (1967).

Current perturbation theories, though they are still
called “analytical,” depend so strongly on computer alge-
bra that we are better off calling them “computationally-
analytical”. Indeed in the near future, we may be able to
anticipate the development of a “fully automatic analytical
development software” package, to be used as a develop-
ment tool exclusively for perturbation theories in celestial
mechanics. When using this kind of software, all we have
to do would be to specify orders and parameters for the
development of perturbation. Then, computers would pro-
vide us with solutions as accurate as we desired. However,

even if this ultimate situation arises, someone will have to
understand the meaning of the output from the package,
lest the package be a total black box. Thus, analytical
perturbation theories should be passed on from one to
another as an important traditional art in solar system
dynamics. It might not be necessary that a huge number of
people are involved, but there must be a certain number of
people (or groups) that dedicate themselves to this kind of
analytical work. We must also keep in mind that work in
this field generally requires a much longer time to publish
than does work in the field of numerical studies. Hence, it
might not be very easy for us to encourage young students
to get involved with time-consuming work on analytical
perturbation theory, especially in the current “Publish or
perish” atmosphere of the academic world. However, we
must never let this field of research perish.

4.2. Long-term dynamical stability of planetary motion

Long-term dynamical stability of solar system plane-
tary motion has been a central problem of celestial me-
chanics for centuries (cf. Tremaine, 1995). This problem
has been debated over several hundred years since New-
ton’s era, and has attracted many famous mathematicians
over the years. This problem has also played a significant
role in the development of nonlinear dynamics and chaos
theory. However, we do not yet have a definite answer to
the question of whether our solar system is stable or not.
This is partly due to the fact that the definition of “stabil-
ity” is vague when it is used in relation to the problem of
planetary motion in the solar system. Nobili et al. (1989)
fluently expressed this confusion in the introductory part
of her paper:

“When the stability of our solar system is discussed,
two objections often arise. Firstly, this problem has been
around for too long, never getting to the point of stat-
ing clearly whether the system is stable or not; the few
definite results refer to mathematical abstractions such
as N -body models and do not really apply to the real
solar system. Secondly, the solar system is macroscopi-
cally stable—at least for a few 109 years—since it is still
there, and there is not much point in giving a rigorous
argument for such an intuitive property.”

The traditional approach to dealing with this problem
was to resort to analytical perturbation theories. But the re-
cent progress of computer technology pushes us toward nu-
merical studies. Numerical research on this problem started
in the 1950s when electronic computing machines became
available. Because of the very limited computational re-
sources, the object of numerical integrations then was fo-
cused on the five outer planets 3 (Jupiter, Saturn, Uranus,

3 As is already well known, Pluto has been “demoted” from the cat-

egory of planet to dwarf planet by International Astronomical Union
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Neptune, and Pluto) whose orbital timescales are much
longer than those of the four inner planets; Mercury, Venus,
the Earth, and Mars. The first famous numerical computa-
tion of planetary orbits was by Eckert et al. (1951) who did a
350-year simulation of the four outer planets (Jupiter, Sat-
urn, Uranus, and Neptune) using a large mainframe com-
puter. This was extended by Cohen and Hubbard (1965)
to 120,000 years, and by Cohen et al. (1973) to one million
years. These integrations agreed well with the perturbation
calculations of Brouwer and van Woerkom (1950), showing
quasiperiodic behavior for the four major outer planets.
Later, Kinoshita and Nakai (1984) extended the length of
the integration of the five outer planetary motion (Jupiter,
Saturn, Uranus, Neptune, and Pluto) to five million years.
One of the longest numerical integrations using conven-
tional integration schemes on a general purpose computer
was the LONGSTOP 1B integration done by Nobili et al.
(1989) which ran for 100 Myr. Consult Roy et al. (1988)
or Milani et al. (1987, 1989) for details of the LONGSTOP
project. Their integrations followed the mutual interactions
of the five outer planets, but also included the secular effect
of the four inner planets and the effect of general relativity.

Integrations of the five outer planets for periods up to
845 Myr was done with a special-purpose computer, the
Digital Orrery (Applegate et al., 1986; Sussman and Wis-
dom, 1988). Sussman and Wisdom (1988) found in their
long-term integration that the orbital motions of five outer
planets including Pluto are chaotic. The Digital Orrery was
a specialized but programmable high-performance com-
puter designed for the efficient numerical integration of the
equations of motion for systems with a small number of
bodies that move in roughly circular orbits. This machine
consisted of one CPU per planet, with all the CPUs ar-
ranged in a ring. Wisdom and Holman (1991) extended the
length of the numerical integrations of five outer planetary
motion to 1.1 Gyr using their original high-speed symplec-
tic map. The integration period was further extended to
±5.5 Gyr for the five outer planets by Kinoshita and Nakai
(1995, 1996) using a PC with a dedicated numerical pro-
cessor.

When we include four inner planets in the or-
bital integrations, the amount of computation is multi-
plied about 150 times: Stepsize of integration must be

as of August 24, 2006 (see http://www.iau.org/ for more detail).

However in this manuscript, our treatment of Pluto goes along how

original publications dealt with this body; Pluto has been treated as

a planet in most previous literature. In addition, we are aware of the

fact that the definition of “inner planets” or “outer planets” some-

times differs by who uses these terms. Generally in this section, “the

five outer planets” denotes Jupiter, Saturn, Uranus, Neptune, and

Pluto, “the four outer planets” or “the four jovian planets” denotes

Jupiter, Saturn, Uranus, and Neptune, and “the four inner planets”

means Mercury, Venus, the Earth, and Mars. We also try to list the

planet names explicitly such as “the five outer planets (Jupiter, Sat-

urn, Uranus, Neptune, and Pluto)” or “the four inner planets (Mer-

cury, Venus, the Earth, and Mars)” whenever we think necessary.

PJupiter/PMercury ∼ 50 times smaller (where P is the or-
bital period of planets), and the number of force combina-
tions becomes 9+1C2/5+1C2 = 3 times larger. In addition,
until recently the length of direct integrations was limited
not by the CPU time, but by numerical errors. Milani and
Nobili (1988) concluded that it was impossible to reliably
integrate the orbits of the outer planets for a period of 109

years or more with the computer hardware and conven-
tional algorithm current at that time. The main problem
they found was the limited machine precision, and em-
pirical evidence that the longitude error after n steps is
proportional to n2. Quinn and Tremaine (1990) proposed
several corrections to conventional integration algorithms
which have considerably reduced the roundoff error. Quinn
et al. (1991) proposed a high-order multistep symmetric
scheme. Quinn et al. (1991) utilized some of the numerical
techniques that were state-of-the-art at the time to make
an accurate integration of all nine planets and Earth’s
spin axis for 3.05 Myr into the past and future. Previously,
Richardson and Walker (1989) performed 2 Myr integra-
tions of all nine planets, but they neglected the effects of
general relativity and the finite size of the Earth–Moon
system.

After the publication of Sussman and Wisdom’s (1992)
work that confirmed that the Lyapunov time of the four
inner planets is less than several million years, the boom
in long-term numerical integration seemed to slow some-
what. But thanks to the recent availability of low-cost and
high-performance PCs, much longer-term numerical inte-
grations are now possible. Two of the longest numerical
integrations currently published are Duncan and Lissauer
(1998) and Ito and Tanikawa (2002). Duncan and Lissauer’s
(1998) main target was the effect of post-main-sequence so-
lar mass loss on the stability of our planetary system. They
performed many numerical integrations up to 1011 years of
four jovian planets’ orbital motion, and several 109 yr in-
tegrations of seven planets (from Venus to Neptune). The
initial orbital elements of the planets are the same as those
of our solar system planets, but the sun’s mass decreases
relative to those of the planets in their experiments. They
found that orbit crossing times of planets, which can be a
typical indicator of an instability timescale, are quite sen-
sitive to the degree of the sun’s mass decrease. The reduc-
tion of the sun’s mass induces reduction of the instabil-
ity, probably increasing the mutual Hill radii (also known
as tidal radii; cf. Gladman (1993)) among planets. When
the sun’s mass is not so different from its present value,
jovian planets remain stable over 1010 years, or perhaps
more. Duncan and Lissauer (1998) also performed four sim-
ilar experiments on the orbital motion of the seven planets
from Venus to Neptune spanning about 109 years. It seems
that the inner planets (Venus, the Earth, and Mars) also
remain stable during the integration period, maintaining
quasiperiodic oscillations similar to the present one.
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Ito and Tanikawa (2002) presented the results of very
long-term numerical integrations of planetary orbital mo-
tions over ±5 × 109-yr timespan, encompassing all nine
planets from Mercury to Pluto. Their numerical model
includes only the classical Newtonian gravitation among
planets and the Sun. Satellites, general relativity, solar mass
loss, or other non-gravitational forces were neglected. Their
numerical data shows that the planetary motion seems
quite stable even for a 1010-year timespan. A closer look
at the lowest-frequency oscillations in their result indicates
the potentially diffusive character of the four inner plan-
etary motion, especially that of Mercury. The behavior of
Mercury’s orbital eccentricity in their integrations is quali-
tatively similar to that found in the results of Laskar’s secu-
lar perturbation theory. However, there is no apparent sec-
ular increase in eccentricity or inclination in any planet’s
orbital elements. Ito and Tanikawa (2002) have also per-
formed a couple of integrations including only the five outer
planets for ±5 × 1010 years. They found that the three
major resonances in the Neptune–Pluto system have been
maintained over a 1011-yr timespan, with rigorous stability
in the orbital motion of all five outer planets.

The experience and knowledge gained through the long-
term numerical study of our solar system’s planets have
been inherited by the new generation of researchers of ex-
trasolar planetary systems. The overwhelming number of
discoveries of extrasolar planets (more than 200 as of April
2007. See Butler et al. (2006) for more detail) suggests that
one of our future tasks is to count and categorize the mu-
tual interactions of planets in our solar system as well as in
other planetary systems, for as many timescales as possi-
ble: a taxonomy of planetary stability and instability. This
will be an important theme of solar system dynamics in the
near future, and will form a basis for the dynamical study of
extrasolar planetary systems. In this sense, a set of numer-
ical experiments by Lissauer et al. (2001) is quite interest-
ing and intriguing. If a planetary mass body were present
in the asteroid belt, the orbits of the four inner planets and
those of the outer giant planets would be more closely cou-
pled. A greater exchange of angular momentum could affect
the stability of the four inner planets. More extensive and
more comprehensive studies in this line should be done for
a larger range of parameters of various planetary systems.

4.3. Dynamics in planet formation study

Equipped with the evidence that the current solar sys-
tem planetary motion is stable for a very long time, research
into the origin and evolution of planetary systems has pro-
gressed remarkably with the help of celestial mechanics.
This field involves celestial mechanics mainly in terms of
the dynamical motion of planetesimals (or protoplanets),
created by the condensation of dusts in protoplanetary neb-
ula (e.g. Hayashi et al., 1985). Celestial mechanics becomes
more important in the latter stages of planet formation

when we can approximate the dynamics of particles (plan-
etesimals or protoplanets) as that of point masses. One of
the biggest problems of the so-called “standard model” of
planet formation was that the accretion timescales of jovian
planets, especially those of icy Uranus and Neptune could
be very long, even longer than the age of the solar system
itself. In the 1980s, efforts to solve this problem have led to
investigation of the runaway growth of planetesimals (e.g.
Wetherill and Stewart, 1989).

As for the dynamical research in this field, we should
mention the enormous success of the special-purpose super-
computer for the gravitational N -body problem, GRAPE
(see Section 5.4 for detail). Fully exploiting the ultra-high
computational speed of the GRAPE system, S. Ida and
E. Kokubo succeeded in performing a direct calculation
of planetary accretion from planetesimals to protoplanets.
According to their series of papers (Kokubo and Ida, 1995,
1996, 1998, 2000, 2002), the mode of planetesimal accretion
is inevitably “runaway” under the physical and dynamical
conditions of the protosolar nebula. Swarms of planetes-
imals are accumulated and grow oligarchically into much
fewer number of protoplanets (or planetary embryos). Now
the concept of oligarchic growth is also common to the for-
mation of giant planets (e.g. Thommes et al., 2003).

There is an interesting dynamical feature of the final
stage of planet formation. When we look at the relationship
between the separation of protoplanets and their stability,
we can see a kind of an experimental scaling law. It is a re-
lationship between the normalized distance between proto-
planets and time until initial instability of the system. This
relationship was first confirmed by Chambers et al. (1996)
based on a previous research by Gladman (1993). Cham-
bers et al. (1996) found that the time TE , until the first
close encounter between two protoplanets, is exponentially
proportional to the protoplanetary distance ∆ normalized
by the mutual Hill radii; TE ∝ e∆. They integrated sys-
tems of several protoplanets with equal-mass, initially on
equally spaced coplanar and circular orbits. This relation-
ship was later confirmed also by Yoshinaga et al. (1999)
when the orbits of the protoplanets are elliptic and inclined,
and by Ito and Tanikawa (1999, 2001) when Jupiter is out-
side the protoplanetary system as a perturber. In Ito and
Tanikawa’s (1999) numerical experiments, this exponential
law stands over five orders of magnitude in TE . However,
the dynamical fundamentals of this relationship are still
unknown, though it is expected that they are based on a
certain chaotic diffusion in phase space.

A similar but different scaling relationship is known
to exist between the mass and the instability timescale of
planet-like bodies. Duncan and Lissauer (1997) integrated
systems with initial orbits that are identical to those of the
satellites of Uranus. In their experiments, the masses of the
satellites are all increased from actual values by the same
factor mf . They found that the orbital crossing time TC

obeyed a relationship as TC ∝ mα
f where α is a negative
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constant. These power law fits even extend over seven or-
ders of magnitude in the crossing time TC . The theoretical
fundamental of the relationship TC ∝ mα

f is not known ei-
ther. The two scaling relationships, TE ∝ e∆ and TC ∝ mα

f ,
may be two special cases of a more general relationship, and
may be involved with the relationship between Lyapunov
time TL and real instability time TI that we mentioned in
Section 2.2: TI ∝ T γ

L in Eq. (13).
Let us observe the current solar system planets from

the standpoint of normalized planetary separation, ∆. ∆
between terrestrial planets is very large, such as ∆ > 26RH

where RH is the mutual Hill radius of planets. On the other
hand, those separations among jovian planets are much
smaller, such as ∆ < 14RH . Although this difference could
be one of the essential factors in maintenance of the solar
system stable planetary motion over billions of years (cf.
Ito and Tanikawa, 1999, 2002), the reason of this difference
is yet to be precisely known. There have been some efforts
to explain the origin and difference of the planetary sep-
arations as being caused by dynamical evolution after the
formation of the planetary system (e.g. Laskar, 1997), but
it would be more natural to ascribe these differences to the
formation process of the planets. The results of N -body
numerical simulations of the runaway growth of planetes-
imals tell us that the initial value of the normalized sep-
aration of protoplanetary systems could be ∆ = 5–10RH

(Kokubo and Ida, 1998). So the current separations be-
tween the jovian planets are consistent with what N -body
integration predicts. The problem left is that of when and
how the normalized separation between terrestrial planets
became so large over the course of their growth from pro-
toplanets. This question naturally leads us to the study of
the late stage of terrestrial planet formation. A large num-
ber of papers have been, and will be, published along this
line of research, employing accurate and long-term N -body
integrations such as Chambers and Wetherill (1998), Lev-
ison et al. (1998), Agnor et al. (1999) Chambers (2001),
Kominami and Ida (2002, 2004), Kominami et al. (2005),
and Daisaka et al. (2006). Together with dynamical studies
of the diversity of extrasolar planetary systems, this field
will remain one of the major research areas of planetary
dynamics in the next decade.

As well as the late stage of planet formation where plan-
etesimals and protoplanets play a central role, the very be-
ginning stage of planet formation is also dominated by a
certain kind of dynamics: the dynamics of dust. Dust is one
of the key ingredients of the solar system. As well as gas,
the dynamics of dust controls the early stage of planetary
formation toward the accretion of planetesimals. However,
the dynamics of dust is somewhat different from that of
larger bodies, particularly in connection to the solar radia-
tion. Dust particles are so small that they experience solar
radiation and stellar wind forces. These pressures change
the orbital elements of dust particles a great deal. Dust par-
ticles even escape from the system on hyperbolic orbits be-

cause of the additional angular momentum and orbital en-
ergy from the radiation pressure. The Poynting–Robertson
effect and solar wind drag tend to circularize their orbits,
forcing the dust particles to slowly drift toward the central
star (Burns et al., 1979). As for a more detail of the dynam-
ics of dust and its significance in the planet formation, con-
sult publications such as Backman and Paresce (1993), Liou
et al. (1995), Stern (1996), Yamamoto and Mukai (1998),
and Moro-Mart́ın and Malhotra (2002, 2003).

4.4. Dynamics of small bodies

Dynamics of minor bodies in our solar system always
provides numerous interesting exercises for celestial me-
chanics. Now that we know of a huge number of small bodies
in our solar system, the number of dynamical phenomena
that requires celestial mechanics for explanation is soar-
ing. Recent reviews such as Lazzaro et al. (2006) will be a
good guide for readers to know how extensively and fast
the research of this field goes on. Among many kinds of mi-
nor body population research, particularly we focus on the
following topics in this subsection: asteroids and resonant
dynamics, the Yarkovsky effect and asteroid family, and
trans-Neptunian objects including the Kuiper Belt and the
Oort Cloud objects.

4.4.1. Asteroids and resonant dynamics
More than two hundred years have passed since the first

discovery of an asteroid (Ceres: discovered in 1801), and
almost ninety years have passed since the discovery of the
Hirayama asteroid families (Hirayama, 1918). More than
360,000 asteroids have been discovered as of April 2007, and
a vast amount of knowledge has been accumulated about
asteroids; knowledge of spatial distribution, spectroscopic
information, taxonomy, shape, rotational motion, and or-
bital dynamics. In terms of long-term orbital dynamics, as-
teroids are particularly interesting from the standpoint of
their complicated resonant behavior in relation to the exis-
tence of numerous Kirkwood gaps in the main asteroid belt
(e.g. Murray and Dermott, 1999).

Mean motion and secular resonances
Two sorts of resonances that prevail in asteroid dynam-

ics are mean motion resonances and secular resonances. A
mean motion resonance occurs when two bodies have or-
bital periods in a commensurability (a simple integer ratio,
such as 1:2). In the main asteroid belt within 3.5 AU from
the sun, the major mean motion resonances with Jupiter
form gaps in the asteroid distribution such as at 3:1, 5:2,
7:3, or 2:1 resonances. They are the Kirkwood gaps (Kirk-
wood, 1867). Most asteroids have been ejected from these
zones by repeated encounters with Jupiter. On the other
hand in the outer main asteroid belt, 3:2, 4:3 and 1:1 reso-
nances with Jupiter are populated by groups of asteroids:
the Hilda group (3:2), the Thule group (4:3), and the Tro-
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jans (1:1). Dynamics of mean motion resonances is well il-
lustrated and explained in Murray and Dermott (1999).

A secular resonance arises when the rate of change of
the proper longitude of pericenter or of proper longitude of
ascending node of a test body and one of the eigenfrequen-
cies of the system of perturbing bodies are in a commen-
surability. The location of secular resonances in the solar
system (known under the names such as ν5, ν6, or ν16) is
rather complicated because of the coupling of terms related
to eccentricities and those related to inclinations in the dis-
turbing function. The location corresponds to surfaces in
three-dimensional (a, e, I) space where a is the semimajor
axis, e is the eccentricity, and I is the inclination. Hence
secular resonances form the boundaries of the main aster-
oid belt in the (a, e, I) space. For more detail about the
theories of secular resonances, consult publications such
as Williams (1969, 1979), Williams and Faulkner (1981),
Scholl et al. (1989), Morbidelli and Henrard (1991a,b), Mi-
lani and Knez̆ević (1990), Froeschlé and Morbidelli (1994),
Knez̆ević and Milani (1994), Knez̆ević et al. (1995), and
Murray and Dermott (1999).

In the early 1980s, J. Wisdom gave asteroid dynamists
a huge shock. He introduced a mapping method to simu-
late asteroid dynamics, exploiting Dirac’s δ-function (Wis-
dom, 1982, 1983). In his map, the continuous action of force
is replaced by impulses, resulting in a drastic shortening
of the computation time. Wisdom observed that asteroid
orbits in the 3:1 mean motion resonance attain a high ec-
centricity and may collide with Mars or the Earth. This
method and result were initially regarded with some doubt,
but soon confirmed and recognized as correct. The speed
of his mapping method revolutionized the study of aster-
oid dynamics. Before Wisdom, a one-million-year integra-
tion of an asteroid orbit was a tremendous task. With the
map derived from the planar elliptic restricted three-body
problem, Wisdom found that the orbital eccentricity of the
small body can suddenly increase after a long time of qui-
escence. In addition, it turned out that the increase and de-
crease in eccentricity is repeated chaotically. This was the
first work to explicitly deal with solar system chaos. Wis-
dom’s result was later confirmed by himself through direct
integrations of the equations of motion (Wisdom, 1987b).

After Wisdom, a large number of celestial mechanists
have struggled through an enormous number of publi-
cations to explain the origin of the Kirkwood gaps at
various resonances. For example, Yoshikawa (1987, 1989),
within the framework of the planar (and partially three-
dimensional) elliptic restricted three-body problem, semi-
analytically considered the motion of asteroids in 3:1, 5:2,
7:3, and 2:1 resonances. He also carried out numerical inte-
grations and illustrated the orbital changes in mean motion
resonances. Morbidelli and Moons (1993) and Moons and
Morbidelli (1995), in the restricted four-body problem of
the Sun, Jupiter, Saturn, and an asteroid, studied secular
resonances in 3:2 and 2:1 mean motion resonances three-

dimensionally and 4:1, 3:1, 5:2, and 7:3 mean motion reso-
nances. They mapped effective places of secular resonances
in the region of the mean motion resonance. As an exam-
ple, in the 3:2 resonance, ν5 and ν6 occupy large chaotic
areas, whereas ν16 resonance works in the 2:1 resonance.

The presence of Saturn introduces a number of addi-
tional frequencies into Jupiter’s orbit, which can signifi-
cantly influence the orbits of asteroids. The resonant ar-
guments of these three-body resonances contain the longi-
tudes of Jupiter and asteroid together with either the sec-
ular frequency g6, or the longitude of Saturn. Resonances
involving the longitude of Saturn are analogs of the Laplace
resonance in the Jovian satellite system (e.g. Greenberg,
1977). Murray et al. (1998) considered the effect of gravi-
tational perturbations from Jupiter on the dynamics of as-
teroids, when Jupiter is itself perturbed by Saturn. Murray
et al. (1998) showed that many three-body resonances in-
volving the longitude of Saturn are chaotic, and they gave
simple expressions for the width of the chaotic region and
the associated Lyapunov time.

Kozai mechanism
In addition to ordinary secular and mean motion res-

onances, Kozai (1962b) investigated the long-term motion
of asteroids with high inclination and eccentricity. As we
mentioned in Section 3.5, Kozai found what we now call
the Kozai mechanism (or the Kozai behavior) that drives
the eccentricity and the inclination of asteroids very high,
such as e ∼ 1 or I ∼ 90◦ under certain conditions. Kozai
(1962b) is one of the pioneers in exploiting equi-energy
curves (equi-Hamiltonian maps) with one degree of free-
dom for the purpose of investigating the global dynamical
behavior of test particles undergoing the perturbation of
massive bodies. The concept of the Kozai mechanism was
extended by Michel and Thomas (1996) to include the four
jovian planets. Michel and Thomas (1996) showed that the
Kozai mechanism provides a temporary protection mech-
anism for near-Earth asteroids from close planetary en-
counters. A near-Earth asteroid can be locked in the Kozai
mechanism in a stable state, where it can stay for a com-
paratively long time before a close approach with a planet
drastically changes its orbit. Now the concept of the Kozai
mechanism is ubiquitous throughout celestial mechanics,
not only in the asteroidal motion field, but in the study
of the motion of Kuiper Belt objects (e.g. Duncan et al.,
1995; Kuchner et al., 2002), comets (e.g. Bailey et al., 1992;
Bailey and Emelýanenko, 1996), Pluto (e.g. Williams and
Benson, 1971; Wan et al., 2001), natural and artificial satel-
lites (e.g. Giacaglia et al., 1970; Mignard, 1975; Nesvorný
et al., 2003), meteoroids (e.g. Wetherill, 1974; Valsecchi
et al., 1999), binaries and triple stars (e.g. Innanen et al.,
1997; Mikkola and Tanikawa, 1998a; Mardling and Aarseth,
2001), forming planets (e.g. Chambers and Wetherill, 1998;
Levison et al., 1998; Levison and Agnor, 2003), extrasolar
planets (e.g. Laughlin and Adams, 1999; Ford et al., 2000;
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Drovak et al., 2003), and even supermassive binary black
holes (e.g. Blaes et al., 2002). Gronchi and Milani (1999b)
devised a semi-analytical method to extend the application
of the Kozai mechanism to planet-crossing orbits.

Secondary resonances
The dynamics of asteroids is characterized not only by

mean motion resonances with Jupiter or simple secular res-
onances, but by complicated secondary resonances and res-
onance overlaps. For example, when we consider the pla-
nar circular restricted three-body problem, the resonance
can be classified into primary and secondary resonances.
Primary resonances are due to commensurabilities between
the mean motions of the perturbing body and the test par-
ticle. Secondary resonances occur when the libration fre-
quency of a primary resonance is commensurate with one
of the higher-order primary resonances (Murray and Der-
mott, 1999). Secondary resonances are not just a product
of theory, but an actual phenomenon that can have a sig-
nificant effect on the asteroid and satellite dynamics. We
can see a typical example of secondary resonances in the
orbit of a Uranian satellite, Miranda. The series of works
by R. Malhotra, S. F. Dermott, and C. D. Murray (e.g.
Dermott et al., 1988; Malhotra and Dermott, 1990; Mal-
hotra, 1990) on the role of secondary resonances in the
orbital history of Miranda established an important basis
for the dynamical treatment of secondary resonances in so-
lar system dynamics, and is concisely summarized in Ko-
rtenkamp et al. (2004). Malhotra and her colleagues showed
that the anomalously large orbital inclination of Miranda
is naturally explained as a consequence of the secondary-
resonance sweeping due to the tidal evolution within a pri-
mary 3:1 inclination-type mean motion resonance with Um-
briel, another satellite of Uranus. The primary resonance in-
creased Miranda’s inclination from an initially small value,
but the resonance was temporary. As Miranda’s inclination
approached its current value, the satellites were captured
in a secondary resonance which amplified their primary-
resonance libration amplitude. This eventually caused the
satellites to escape from the 3:1 mean-motion resonance,
leaving Miranda with an inclination that is preserved to the
present. The secondary resonance implicated in this case
was due to a 1:3 commensurability between the libration
frequency of the primary mean motion resonance angle and
the secular frequency of precession of the relative lines of
nodes of the two satellites.

Another famous example of secondary resonances in the
solar system is seen in the motion of Pluto, particularly
in its resonant relation with Neptune. Pluto’s orbital mo-
tion is characterized by three major resonances with Nep-
tune (Kinoshita and Nakai, 1995, 1996) which ensure that
Pluto and Neptune do not encounter each other: (i) Pluto
and Neptune are in a 2:3 mean motion resonance with the
critical argument θ1 = 3λP − 2λN − $P . (ii) Pluto’s ar-
gument of perihelion ωP = θ2 = $P − ΩP librates around

90◦ with a period of about 3.8 × 106 years. This is a typ-
ical example of the Kozai mechanism. (iii) The longitude
of Pluto’s node referred to the longitude of Neptune’s node
(θ3 = ΩP −ΩN ) circulates, and the period of θ3 circulation
is equal to the period of θ2 libration. The third resonance,
sometimes called the “superresonance” (Milani et al., 1989;
Wan et al., 2001), is a 1:1 secondary resonance between θ2

and θ3.
Let us give some examples of the study of secondary

resonances in the asteroidal motion. Moons and Morbidelli
(1993) studied the motion of asteroids in the mean motion
commensurabilities through the planar restricted three-
body problem. They provided global pictures of the dy-
namics in the region of secondary resonances. Ferraz-Mello
(1994) studied the structure of the phase space of the 2:1
resonance through the planar averaged asteroidal three-
body problem. The only chaotic regions he found were those
associated with secondary resonances, confined to low ec-
centricities, and those associated with large libration ampli-
tudes. Nesvorný and Ferraz-Mello (1997) applied Laskar’s
(1993) frequency map analysis to the dynamical models of
the 2:1 asteroidal mean motion resonance; the planar re-
stricted three-body model and the planar restricted four-
body model with Saturn as the third primary. Their re-
sult reproduced the chaotic region formed by the overlap
of secondary resonances in low eccentricities. Nesvorný and
Ferraz-Mello (1997) examined the chaos generated by high-
order secondary resonances in moderate eccentricities.

Secondary resonances might have worked as a clearing
mechanism of trojan-type companions of Neptune during
primordial migration of four giant planets (Kortenkamp
et al., 2004). The loss of Neptune trojans (which we know
very few of now) can occur when trojan particles are
swept by secondary resonances associated with mean mo-
tion commensurabilities of Uranus with Neptune (2:1).
These secondary resonances arise when the circulation fre-
quencies of critical arguments for Uranus–Neptune mean
motion near-resonances are commensurate with harmon-
ics of the libration frequency of the critical argument for
the Neptune–trojan 1:1 mean motion resonance. Trojans
that are trapped in the secondary resonances typically
have their libration amplitudes amplified until they escape
the 1:1 resonance with Neptune. Trojans with large libra-
tion amplitudes are susceptible to loss during sweeping by
numerous high-order secondary resonances.

Resonance overlap
In general, a resonance can have its own finite width.

This finite width can cause an overlap of nearby resonances,
which frequently results in the onset of chaos. As B. V.
Chirikov predicted nearly 30 years ago (Chirikov, 1979),
this resonance overlap plays a significant role in the dynam-
ical behavior of asteroids. Right after Chirikov (1979), Wis-
dom (1980) featured the resonance overlap in relation to the
onset of stochastic behavior of the planar circular restricted
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three-body problem. After that, the concept of resonance
overlap was gradually recognized and accepted by the soci-
ety of solar system dynamics. For example, Froeschlé and
Scholl (1989) performed numerical experiments that in-
dicated possible chaotic motion due to overlapping reso-
nances in the asteroid belt. A secular resonance may overlap
with another secular resonance or with a mean motion reso-
nance. Morbidelli and Moons (1995) carried out numerical
integrations of objects that are in the 3:1 mean motion res-
onance. Their result indicates that the dynamics in the 3:1
resonance zone is strongly chaotic, due to the overlapping
of secular resonances. As a consequence, the eccentricity of
bodies in this zone can increase approximately to unity on a
time scale of one million years. Holman and Murray (1996)
investigated the origin of chaos near high-order mean mo-
tion resonances in the outer asteroid belt. They surveyed
the variation of the Lyapunov time with semimajor axis
throughout the outer belt region with the elliptic restricted
three-body problem. They also developed an analytic the-
ory based on resonance overlap that predicts the widths in
semimajor axes as well as typical Lyapunov times of the
chaotic zones associated with these resonances. Michel and
Froeschlé (1997) presented the location of linear secular
resonances in the region of semimajor axes a less than 2
AU where many near-Earth asteroids are found. The posi-
tions of the secular resonances in the plane (a, I) show that
the inner solar system is dynamically very complex: a lot
of resonances are present, and some of them overlap. An
extensive review has been done by Lecar et al. (2001) for
the relationship between asteroidal resonances and chaos,
including resonance overlaps.

Trojans and migration of resonances
Talking about resonances, minor bodies around the 1:1

mean motion resonance with major planets, Trojan-type
companions or co-orbital objects, still provide us with a big
challenge in terms of celestial mechanics, especially as a re-
alistic application of the restricted three-body problem. As
of April 2007, more than 2000 asteroids are known to share
Jupiter’s orbit, five others are known as Neptune trojans,
but none is known around Saturn and Uranus. The origin
of this difference is not yet fully understood, though sev-
eral hypotheses have been proposed. Consult the introduc-
tion of Kortenkamp et al. (2004) and the references therein.
Also, recent discoveries of co-orbital objects around the
Earth (Wiegert et al., 1997, 1998, 2000; Connors et al.,
2002) and Venus (Mikkola et al., 2004; Brasser et al., 2004;
Morais and Morbidelli, 2006) have prompted a number of
questions about their origin and stability.

Among many theories and hypotheses as to the origin
of Jupiter’s trojans, a series of papers by A. Morbidelli,
R. Gomes, K. Tsiganis, and H. F. Levison are of partic-
ular interest. In previous literature on asteroid dynamics,
Jupiter’s trojans have most frequently been considered to
be planetesimals that formed near Jupiter and were cap-

tured onto their current orbits while Jupiter was grow-
ing (e.g. Marzari and Scholl, 1998; Fleming and Hamil-
ton, 2000), possibly with the help of gas drag and/or colli-
sions (e.g. Shoemaker et al., 1989). However, this hypothe-
sis cannot explain some basic properties of the trojan pop-
ulation, in particular its broad orbital inclination distribu-
tion, which ranges up to ∼ 40◦ (Marzari et al., 2002). Mor-
bidelli et al. (2005) showed that Jupiter’s trojans could have
formed in more distant regions and been subsequently cap-
tured into co-orbital motion with Jupiter when the giant
planets migrated by removing neighboring planetesimals.
The capture was possible during a short period of time, just
after Jupiter and Saturn crossed their mutual mean motion
2:1 resonance, when the dynamics of the trojan region were
completely chaotic.

Morbidelli et al.’s (2005) simulations of the process in-
volving the resonance passing of Jupiter and Saturn do not
only satisfactorily reproduce the orbital distribution of the
trojans and their total mass, but it can reasonably account
for an intense period of planetesimal bombardment in the
inner solar system, collectively called the “late heavy bom-
bardment” or the LHB. The petrology record on the Moon
suggests that a cataclysmic spike in the cratering rate oc-
curred about 700 million years after the planets formed
(Tera et al., 1974; Ryder, 1990; Hartmann et al., 2000).
Planetary formation theories cannot naturally account for
a bombardment period so late in the solar system history
(Morbidelli et al., 2001; Levison et al., 2001a). Using the
same dynamical model as Morbidelli et al. (2005), Gomes
et al. (2005) proposed that the LHB was triggered by the
rapid migration of the giant planets, which occurred af-
ter a long quiescent period. During this burst of migra-
tion, the planetesimal disk outside the orbits of the plan-
ets was destabilized, causing a sudden massive delivery of
planetesimals to the inner solar system. The asteroid belt
was also strongly perturbed, with these objects supplying
a significant fraction of the LHB impactors in accordance
with recent observational evidence (e.g. Bogard, 1995; Co-
hen et al., 2000; Kring and Cohen, 2002; Strom et al., 2005;
Ito and Malhotra, 2006).

Incidentally, the dynamical model used by Morbidelli
et al. (2005) and Gomes et al. (2005) also explains well
the current values of eccentricities of major giant planets;
Jupiter, Saturn, and Uranus. Again using the same dynam-
ical model, Tsiganis et al. (2005) showed that a planetary
system with initial quasi-circular, coplanar orbits would
have evolved to the current solar system planetary orbital
configuration, provided that Jupiter and Saturn crossed
their 2:1 mean motion resonance. Tsiganis et al. (2005)
showed that this resonance crossing could have occurred as
the giant planets migrated owing to their interaction with
a disk of planetesimals (Fernández and Ip, 1984; Malho-
tra, 1995). Tsiganis et al.’s dynamical model reproduces
all the important characteristics of the giant planets’ or-
bits; their final semimajor axes, eccentricities and mutual
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inclinations. In addition, it turned out that this migration
scenario suggests that the present obliquities of the giant
planets were presumably achieved when Jupiter and Sat-
urn crossed the 2:1 mean motion resonance (Brunini, 2006).
The existence of the regular satellites of the giant planets
does not represent a problem in this scenario because, al-
though they formed soon after the planet formation, they
can follow the slow evolution of the equatorial plane of plan-
ets during the migration stage.

4.4.2. The Yarkovsky effect and asteroid families
A group of asteroids that have similar proper orbital

elements are called an asteroid family. The concept of the
asteroid families, i.e. the Hirayama asteroid families, was
first advocated by K. Hirayama (1918), followed by numer-
ous research efforts. Hirayama found three families in his
celebrated 1918 paper: Koronis, Eos, and Themis families.
The Hirayama asteroid families are considered remnants
of collisional disruption of Myr to a few Gyr ago (Zappalà
et al., 1994). The proper elements are analytically defined
as constants of motion of a suitably simplified dynamical
system, obtained by classical transformation theory from
a real dynamical system (Milani and Knez̆ević, 1990; Mor-
bidelli, 2002; Knez̆ević et al., 2002). If the real dynamics
is regular, proper elements show only very small oscilla-
tions around a mean value that stays constant with time
(Knez̆ević et al., 1995). However, if the motion is chaotic,
the mean value of the proper elements can drift in time at
a rate that depends on the properties of the chaotic motion
(Milani and Farinella, 1994). Now it has turned out that the
proper elements could be altered, and asteroid families are
diffused a great deal over the long timescale of 100 Myr to
Gyr, owing to numerous weak resonances (Morbidelli and
Nesvorný, 1999), to mutual close encounters with massive
asteroids (Nesvorný et al., 2002), as well as to the Yarkovsky
thermal effect (Bottke et al., 2001; Nesvorný et al., 2002).

The Yarkovsky effect is caused by a thermal radiation
force that makes objects undergo slow but steady semi-
major axis drift and spin-up/down as functions of their
rotation, orbit, and material properties (Rubincam, 1995,
1998). Numerical results suggest that this mechanism can
be used to: (i) deliver asteroids with diameter D . 20 km
from their original locations in the main belt to resonance
regions that are capable of transporting them to Earth-
crossing orbits, (ii) disperse asteroid families, with drift-
ing bodies jumping or becoming trapped in mean-motion
and secular resonances within the main belt, and (iii) mod-
ify the rotation rates of asteroids a few km in diameter or
smaller.

The Yarkovsky effect solves several definite inconsisten-
cies that gravitational forces cannot explain in terms of as-
teroid dynamics. For example, the meteorite cosmic-ray ex-
posure age of asteroids is an order of magnitude longer than
conventional model predictions. The mechanism for contin-
uously supplying near-Earth asteroids to the mean motion

resonance zones in the main belt is not well explained, ei-
ther (Bottke et al., 2002). Since the phenomena in the solar
system are not always “clean” (i.e. expressed only by the
law of gravity), sometimes we have to extend the applicable
area of celestial mechanics from what ordinary gravity law
governs to something that simple gravity law cannot cope
with, especially in asteroid dynamics. The Yarkovsky effect
is a typical and very important one of these “dirty” forces.

The Yarkovsky effect should now be considered as be-
ing as important as collisions and gravitational perturba-
tions are to our overall understanding of asteroid dynamics,
especially that of the Hirayama asteroid families. The or-
bital distributions of prominent families are thought to be
by-products of catastrophic disruption events. But ejection
velocities derived from the orbital elements of families are
much higher compared with the results of impact experi-
ments and simulations. One way to resolve this contradic-
tion is to assume that D . 20 km family members have un-
dergone semimajor axis drift due to the Yarkovsky effect.
W. Bottke demonstrated how the Yarkovsky effect could
influence creation of some of the existing Hirayama aster-
oid families (Bottke et al., 2001). Their result explains why
families are sharply bounded by nearby Kirkwood gaps,
why some families have asymmetric shapes, and the curi-
ous presence of family members on short-lived orbits.

The Yarkovsky effect also influences the rotational
motion of asteroids. The Yarkovsky–O’Keefe–Radzievskii–
Paddack (YORP) effect, a version of the Yarkovsky effect,
can spin up or down asteroids with 10 km diameter on a
108-year timescale (Rubincam, 2000). Smaller asteroids
spin up or down even faster due to the radius-squared de-
pendence of the YORP timescale. The YORP effect may
explain the rapid rotation, slow tumbling, and spin-orbit
coupling appearing in some asteroid rotational motions.

Recently, the Yarkovsky and the YORP effects have
even been directly detected by accurate observations.
Vokroulický et al. (2000) argued that a precise radar refine-
ment of the orbits of near-Earth asteroids offers the possi-
bility of detecting the Yarkovsky effect during the next few
decades. Chesley et al. (2003) reported the prospects for
the detection of the Yarkovsky effect from fine-precision
Doppler radar observations of the half-kilometer asteroid,
(6489) Golevka. Lowry et al. (2007) presented precise op-
tical photometric observations of a small near-Earth aster-
oid, (54509) 2000 PH5, acquired over 4 years. They found
that the asteroid has been continuously increasing its ro-
tation rate ω over this period by dω/dt = 2.0(±0.2)×10−4

degrees per day squared. They simulated the asteroid’s
close Earth approaches from 2001 to 2005, showing that
gravitational torques cannot explain the observed spin
rate increase. Dynamical simulations suggest that 2000
PH5 may reach a rotation period of ∼ 20 seconds toward
the end of its expected lifetime. Also, Taylor et al. (2007)
showed that radar and optical observations revealed that
the continuous increase in the spin rate of this asteroid
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can be attributed to the YORP effect. The change in spin
rate is in reasonable agreement with theoretical predic-
tions for the YORP acceleration of a body with the radar-
determined size, shape, and spin state of 2000 PH5. The
detection of asteroid spin-up supports the YORP effect
as an explanation for the anomalous distribution of spin
rates for asteroids under 10 kilometers in diameter and as
a binary formation mechanism. More accurate observation
results will reveal the true nature of the Yarkovsky effect,
which also gives us significant information about the dy-
namical history of asteroids as well as of other small bodies
in the solar system.

4.4.3. Kuiper Belt objects
Owing to the recent development of high-accuracy ob-

servations, physical and dynamical research into the outer-
most area of our solar system seems to be approaching its
zenith. Small bodies in the outermost area of the solar sys-
tem that orbit the sun at distances farther than Neptune are
collectively called trans-Neptunian objects (TNOs). The
Kuiper Belt, the scattered disk (which is occasionally in-
cluded in the Kuiper Belt), and the Oort Cloud are the
names for three divisions of this volume of space.

Among the trans-Neptunian orbital zones, the Kuiper
Belt is the innermost region: an area extending from the
orbit of Neptune to r ∼ 50 AU (r denotes heliocentric dis-
tance). Although the existence of the objects in this region
had been predicted since the 1940s to the 1950s (Edge-
worth, 1949; Kuiper, 1951), it took more than 40 years for
the first object to be discovered (Jewitt and Luu, 1993).
Since then, more than 1000 Kuiper Belt objects (KBOs)
have been found, as of April 2007. The recent status of the
KBO research is summarized in Weissman (1995), Jewitt
(1999), Luu and Jewitt (2002), and Gladman (2005).

KBOs have been dynamically categorized into three
types (Trujillo, 2003). About half of the KBOs have nearly
circular orbits (e < 0.2) and form a kind of ring structure
at around 42–48 AU. These are called “classical” objects.
About 10% of the KBOs are in 2:3 mean motion resonance
with Neptune, as Pluto is. These are called “plutinos”. The
rest of the KBOs, about 40% of them, have highly eccentric
orbits, and are therefore called “scattered” objects. The or-
bits of the scattered KBOs are distributed very widely from
the inner part of the classical object zone to the furthest
area, at around 900 AU. Since the orbital characteristics of
the scattered objects are so different from that of classical
objects and plutinos, the space volume that scattered ob-
jects occupy is recently dubbed “the scattered disk”, and
is regarded as a separate category among the TNOs.

In spite of the numerous research efforts devoted to
KBOs, detailed dynamical structure and origin of the
KBOs are not well known yet. First of all, there seems
to be a relatively sharp outer boundary for the KBOs,
especially the classical Kuiper Belt (cf. Allen et al., 2002).
Beyond a = 48AU, no KBO has a circular orbit. A few

explanations have been proposed to account for the for-
mation of this edge, but none of them is widely accepted
yet. One theory claims that the outermost particles were
pretty much dynamically excited and stripped away by a
close encounter with a passing star in the early stages of
solar system history (e.g. Ida et al., 2000; Kobayashi and
Ida, 2001). Another says that an Earth-sized planet(s)
may have passed through the primordial Kuiper Belt and
pumped up the eccentricities and inclinations of the parti-
cles there (e.g. Petit et al., 1999). Yet another possibility
is that the primordial solar nebula and its dispersal caused
the migration of some strong secular resonances outside of
Neptune, which enhanced the random velocity of a certain
part of the KBOs and created the edge (e.g. Nagasawa and
Ida, 2000).

In addition to the existence of the outmost edge of the
classical KBOs, recent observations (e.g. Burns, 2002; Veil-
let et al., 2002; Noll et al., 2002; Stephens and Noll, 2006)
have shown that the fraction of binaries among the KBOs is
unexpectedly high, much higher than the fraction of aster-
oid binaries in the asteroid belt. Also, the orbital separation
of KBO binaries is usually larger than that of asteroid bi-
naries, and their mass ratio is closer to unity (Veillet et al.,
2002). To theoretically understand these characteristics of
KBO binaries, Funato et al. (2004) showed that the frac-
tion of the KBO binary population was initially as small
as that of the current asteroid binaries, but was gradually
increased through three-body dynamical interactions. This
was possible because the tidal force from the Sun is weaker
in the Kuiper Belt area than in the asteroid belt. Differ-
ent explanations have been attempted by Weidenschilling
(2002) and Goldreich et al. (2002).

Some of the important dynamical characters of the
KBOs probably have their origins in their formation stage.
One of the most intriguing ideas that are derived from
the dynamical characteristics of the KBOs is that the
current orbital distribution of the KBOs was produced
by the so-called resonance capture mechanism, triggered
by the orbital migration of Neptune (and probably other
three giant planets). This idea was first explored exten-
sively by Malhotra (1993) to explain the origin of Pluto’s
orbit. Pluto’s orbit is quite unusual compared with other
planetary orbits, being the most eccentric and the most
inclined. The orbits of Pluto and Neptune overlap. But
close approaches of these two planets are prevented by
the existence of a resonance condition such that Pluto’s
orbital period is exactly 3:2 that of Neptune. This ensures
that the conjunctions always occur near Pluto’s aphelion.
Malhotra showed that Pluto could have acquired its cur-
rent orbit during the late stages of planetary accretion and
the formation of the Oort Cloud comets, when the jovian
planets underwent significant orbital migration as a result
of encounters with residual planetesimals. As Neptune
moved outwards, a small body like Pluto in an initially
circular orbit could have been captured into the 3:2 mean
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motion resonance. After this event, its orbital eccentricity
would rise rapidly to its current Neptune-crossing value. If
this mechanism occurred, the entire region from the orbit
of Neptune to r ∼ 50 AU would have been swept by strong
mean motion resonances. This means that the resonance
capture could have occurred not only for Pluto but for
other KBOs. Malhotra’s (1995) classic paper dealing with
this theory explains some of the major consequences in the
Kuiper Belt, such as the fact that most objects in the re-
gion beyond Neptune and up to r ∼ 50 AU are confined in
the narrow resonance zone, especially in 3:2 and 2:1 mean
motion resonances.

A vast amount of literature has followed Malhotra’s pi-
oneering work of planetary orbital migration and resonant
capture, not only in the area of KBOs formation research,
but covering almost all stages of planetary formation. One
of the recent reports has come from Levison and Morbidelli
(2003). They have shown that the objects currently ob-
served in the dynamically cold Kuiper Belt were most prob-
ably formed within∼ 35 AU, and were subsequently pushed
outward by Neptune’s 2:1 mean motion resonance during
its final phase of migration. They have concluded that the
entire Kuiper Belt formed closer to the Sun and was trans-
ported outward during the final stages of planet formation.

All these questions, hypotheses, and enigmas on the dy-
namical characteristics of the KBOs as well as of the scat-
tered objects should be, and will be confirmed or eliminated
by more accurate observations of distant regions such as
r > 50 AU (Brown et al., 2004). Accordingly, discoveries
of very large KBOs or scattered objects such as (90377)
Sedna or (136199) Eris will expand the outmost region the
outer solar system to a great deal (e.g. Brown et al., 2005).
Actually, the discovery of Eris led astronomers and plane-
tary scientists to question the definition of the term planet,
as Eris turned out be larger than Pluto. This epochmak-
ing finding eventually ended up with the demotion of Pluto
from a planet to an object among the new category of small
body population in the solar system: dwarf planet. The dy-
namical characteristics and origin of the outermost dwarf
planets, such as Eris or Sedna, are now the subjects of in-
tense research, and will be one of the central topics of the
solar system dynamics in the new century.

Speaking of KBOs, though it seems digressive to talk
about astronomical engineering in this manuscript, the idea
of gradually expanding the Earth’s orbit artificially using a
KBO over a very long timespan (Korycansky et al., 2001) is
more than just an SF story, but it is an interesting thought
experiment from the standpoint of the KBO and planetary
dynamics.

4.4.4. The Oort Cloud
The existence of a small body population at the very

outer edge of the solar system, now known as the Oort
Cloud, has also been imagined for a long time since the
1950s. In 1950, J. H. Oort advocated the idea that our so-

lar system is surrounded by a distant cloud of comet stuff
(Oort, 1950). Although the existence of the Oort Cloud was
proposed almost at the same time as that of the Kuiper
Belt (Edgeworth, 1949; Kuiper, 1951), there is a significant
difference between them: many KBOs have already been
discovered and confirmed, while none of the Oort Cloud
objects has yet been directly detected. This is mainly be-
cause of their very large distance from the Earth and the
Sun. However, we can anticipate their existence by the flux
and distribution of long-period comets coming all the way
to the inner solar system. Comet clouds such as the Oort
cloud are expected to exist not only in our solar system but
around other stars. Consult Dones et al. (2004) for a com-
prehensive review of the cometary dynamics and the Oort
Cloud formation.

The pioneering work in comet cloud dynamics has been
carried out by M.J. Duncan, T. Quinn, and S. Tremaine
(e.g. Duncan et al., 1987), based on a dynamical model
of galactic tidal fields (e.g. Heisler and Tremaine, 1986;
Heisler et al., 1987). Duncan et al. (1987) simulated the
formation of the comet cloud and its subsequent evolution
over the age of the solar system. Their simulations showed
that the formation of the current comet cloud was driven
mainly by an interaction between planetary perturbations
and torquing due to galactic tides. The inner edge of the
cloud is estimated at about 3000 AU, the radius where the
timescales for the two processes are comparable. Duncan
et al. (1987) also suggested that the flux of comets into the
inner solar system initiated by the close passage of a star
may be up to 20 times higher than the steady state rate. See
also Duncan et al. (1988), Quinn et al. (1990), or Hogg et al.
(1991) for other publications about comet cloud dynamics
by S. Tremaine and his colleagues.

The dynamical source of long-period comets is often
assumed to be around the Uranus–Neptune zone, since
Jupiter and Saturn are considered to have ejected most of
their icy planetesimals to interstellar space. The expected
fraction of planetesimals ejected from each giant planet
zone to the Oort Cloud shows that the relative efficiency of
Uranus and Neptune in placing objects in the Oort Cloud
far exceeded that of Jupiter and Saturn, by factors up to 20
or more (cf. Fernández and Ip, 1981; Duncan et al., 1987;
Fernández, 1997). On the other hand, Higuchi et al. (2006)
investigated the first dynamical stage of comet cloud for-
mation, the scattering of planetesimals by a planet. Apply-
ing their results to the solar system Oort Cloud, they found
that Jupiter is the planet most responsible for producing
candidate elements of the Oort Cloud, as long as the incli-
nation of planetesimals is constant or proportional to the
reduced Hill radius of each planet.

Another group that has been working on dynamical ori-
gin of the Oort Cloud is L. Dones, H. Levison, P. R. Weiss-
man and their colleagues. In their series of numerical
integrations (e.g. Dones et al., 1998; Levison et al., 1999;
Dones et al., 2000) they calculated the orbits of thousands
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of test particles from initially low-inclination and low-
eccentricity orbits with semi-major axes of 4–40 AU over
4 billion years. They assumed that the long-period comets
reached the Oort Cloud through planetary perturbations
and galactic tides, and tried to determine the birthplace of
the Oort Cloud comets. Levison et al. (2001b) studied the
origin of Halley-type comets using the orbital integration
of many test particles initially entering the planetary sys-
tem from the Oort Cloud. They found that an isotropically
distributed Oort Cloud does not reproduce the observed
orbital element distribution of the Halley-type comets.
Levison et al. (2002) calculated the number of dormant,
nearly isotropic Oort Cloud comets using various orbital
distribution models. According to them, we should have
discovered ∼ 100 times more dormant, nearly isotropic
comets than are actually seen under the assumption that
comets are never destroyed. This result indicates that the
majority of comets must physically disrupt as they evolve
inward from the Oort Cloud. The Oort Cloud is suspected,
incidentally, to be seamlessly connected to the inner part
of the TNO region: the scattered disk. See Levison and
Duncan (1997), Duncan and Levison (1997), Levison et al.
(2001b), or Levison et al. (2006) for the relation between
the Oort Cloud dynamics and the scattered disk.

The question on the dynamical source of the Oort Cloud
objects (or long-period comets) will be open until we have
clearly known their accurate spatial distribution. Overall,
the dynamical study of the Oort Cloud is not yet quite
strongly constrained by observations; we have not seen any
of the Oort Cloud object at their home region of several
thousand AU away. Although the direct detection of Oort
Cloud objects in their home region of 3000 AU or further
is not easy, it is not impossible either, using star-object oc-
cultation event sensing (cf. Kaplan et al., 2003) or space-
craft missions. Once the Oort Cloud objects are directly
detected, a significant amount of information on the dy-
namical characteristics of the small body population in
the outermost area of the solar system will be delivered
to us. Also, accurate observational data obtained from the
ground-based and satellite astrometry provide us with more
and more definitive information about the structure of our
galaxy and the possible history of stellar passages near the
edge of our solar system (e.g. Garćıa-Sánchez et al., 1999,
2001). This will tell us more about dynamical history and
evolution process of the Oort Cloud.

4.5. Planetary rotation

Dynamics of planetary rotation, especially those of the
Earth, has been examined in a wide range of research fields,
according to the timescales considered. The timescales
range from an hour or a day for the nutation with small
amplitude, to billions of years for the secular change of
the Earth’s spin state due to the tidal evolution of the
Earth–Moon system.

4.5.1. Nutation and precession of the Earth
Research on the Earth’s rotational motion with short

timescale (days to months) is renowned for its high accu-
racy. A hundred years have passed since H. Kimura dis-
covered the so-called z-term in the Earth’s latitude vari-
ations (Kimura, 1902). The z-term was finally explained
as an error of the coefficient of the semi-annual nutation
term (Wako, 1970). There is a long history for this solu-
tion. In the ILS (International Latitude Service) network,
before 1955, two groups of stars (six pairs of star in each
group in two hours) had been observed every night at each
of the latitude stations. The observational instrument was
the VZT (Visual Zenith Telescope). One group of stars was
replaced by another group in the next month. One year
later, the first group of stars came back, and the cycle was
closed. This chain method was to equalize positional er-
rors of the stars in the catalogue. Kimura somehow noticed
that the two-group observations are not enough to separate
annual meteorological variation and semi-annual nutation.
In the 1938 IAU (International Astronomical Union) gen-
eral assembly, Kimura proposed, via Y. Hagihara, an ob-
servation program consisting of three groups of stars per
night where one group of stars is replaced by another ev-
ery month. Though this proposal was not adopted by the
IAU in 1938, the ILS started the three-group observations
in 1955. Then, soon the z-term turned out to represent the
difference of the rigid Earth model and the non-rigid Earth
model. Wako’s result gave substantial support to the the-
ory of the Earth rotation with a liquid core and an inner
solid core developed by Jeffreys and Vicente (1957) and
others. From the age of Kimura until the 1970s, this kind
of research on the Earth rotation was done using latitude
and polar motion observations by way of positional astron-
omy. Recently, these classical methods have given way to
new space technology with very high accuracy, such as SLR
(Satellite Laser Ranging), VLBI (Very Long Baseline In-
terferometry), and GPS (Global Positioning System). Now
the accuracy of these observations is extremely high, re-
quiring of the corresponding theories the highest accuracy
possible.

As for the nutation of the rigid Earth, which has the
shortest timescales among these sorts of phenomena, H. Ki-
noshita has made a significant contribution. The IAU (In-
ternational Astronomical Union) had officially adopted the
theory of E. M. Woolard (Woolard, 1953) as a standard
model of the Earth nutation. However, Woolard’s theory
was no longer sufficiently accurate to compare with obser-
vations having very high accuracy using VLBI and other
methods in the 1970s. Woolard’s theory also had the defect
of calculating the nutation of the instantaneous rotational
axis of the Earth, not of the axis of the Earth’s shape. Ki-
noshita (1977a) had brought a Hamiltonian dynamics into
the field of the rigid body nutation of the Earth. He recal-
culated the nutation in terms of the axis of shape, the axis
of instantaneous rotation, and the axis of angular momen-
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tum of the rigid Earth. The number of periodic components
calculated in Kinoshita (1977a) is 106, and the order of er-
ror is better than 10−4 arc second. His theory was extended
in Kinoshita and Souchay (1990) as well as Souchay and
Kinoshita (1991).

At present, the difference between theoretical and ob-
servational values of the Earth nutation is recognized as
being caused by the non-rigid components of the Earth’s
interior. T. Sasao had made a large and significant con-
tribution to this field with a very accurate nutation the-
ory encompassing the fluid dynamics of the Earth’s core
(Sasao et al., 1980); the theory is succeeded by Shirai and
Fukushima (2000, 2001). J. Getino is trying to incorporate
the non-rigidity of the Earth rotation in Hamiltonian for-
malism (Getino et al., 2001).

4.5.2. The Earth–Moon system
When the timescale of the variation in the Earth ro-

tation becomes as long as 108 to 109 years, the dynamics
inevitably involves the tidal evolution of the Earth–Moon
system (e.g. Goldreich, 1966; Mignard, 1982). The conse-
quence of secular changes in the Earth–Moon system is
recorded in the geological and fossil record, such as in the
striped bands on shell fish (e.g. Williams, 1990; Ito et al.,
1993). As is widely accepted now, the Moon was formed by
a giant impact of a Mars-sized protoplanet on the proto-
Earth (e.g. Hartmann et al., 1986; Lee et al., 1997a; Ida
et al., 1997; Canup and Righter, 2000; Kokubo et al., 2000).
Since then, the rotational rate of the Earth has been de-
creasing and the Moon has been moving gradually away
from the Earth. It will soon be possible to numerically cal-
culate the evolution of Earth–Moon dynamics fully includ-
ing the interaction between the Earth’s rotation and the
Moon’s orbital motion for billions of years. Some such trials
have already been done by J. Touma and J. Wisdom using a
sophisticated symplectic integrator (Touma and Wisdom,
1994, 1998, 2001). For this purpose, we need more accurate
information on the time variation of ocean-continent dis-
tribution on the Earth as well as that on the Earth’s and
Moon’s interior structure so that we can make a precise
dynamical model of the lunar tidal torque.

As for relatively short timescales up to O(103) years,
we have to depend on ancient historical records concerning
astronomical phenomena: solar and lunar eclipses, occulta-
tions of planets/stars by the Moon. Here the research on the
Earth rotation becomes an interdisciplinary area involving
the study of the ancient history of mankind (e.g. Stephen-
son, 1997; Tanikawa and Sôma, 2001). Most of these data
come from Chinese chronicles and Babylonian astronomical
diaries written on clay tablets. An accurate determination
of ∆T = TT−UT has just recently begun (e.g. Stephenson
and Morrison, 1995; Stephenson, 1997). Japanese and Chi-
nese contributions to this field are highly anticipated (e.g.
Han, 1997; Tanikawa and Sôma, 2001, 2004a,b; Kawabata
et al., 2002, 2004; Sôma et al., 2004).

When the timescale becomes longer, up to several 104

to 105 years, what we can rely on is geological records such
as the fossils of plankton in ocean drilling cores, data in ice
drilling cores from the polar regions, or the annual rings
of trees. These geological data constitute the fundamental
materials underpinning a theory of long-term solar insola-
tion radiation called the “Milankovitch cycles”; these cy-
cles are due to the precession of the Earth’s spin axis com-
bined with the secular change in the Earth’s orbital ele-
ments (cf. Milankovitch, 1920, 1930, 1941; Sharaf and Bud-
nikova, 1969a,b; Berger, 1976; Berger et al., 1984; Berger,
1988, 1989; Paillard, 2001). Now the Milankovitch cycles
are being considered for bodies other than the Earth. The
polar caps of Mars might retain some evidence of its climate
change through the severe variation in its obliquity, which
drives some theoretical work based on data obtained by
planet exploring spacecrafts (e.g. Ward, 1974; Ward et al.,
1974; Laskar et al., 2002; Head et al., 2003).

4.5.3. Evolution of planetary rotations
Understanding evolution of planetary spins is an inter-

esting but formidable task for solar system dynamics. Since
the timescale of rotational motion is generally much shorter
than that of orbital motion, it is not easy to investigate ro-
tational motion as accurately and for such long terms as
we do orbital dynamics over the timespan of solar system
evolution. Also in the long-term evolution of planetary ro-
tational and orbital motion, we have to consider the effect
of their complicated coupling, so called “spin-orbital cou-
pling” (e.g. Goldreich and Peale, 1966; Tomasella et al.,
1997; Murray and Dermott, 1999; Ward and Canup, 2006).
Partly due to these difficulties, quite a few interesting prob-
lems still remain open in this line of research. For example,
the origin of the retrograde rotation of Venus, the origin
of the synchronization of Mercury’s and the Moon’s rota-
tional motions with their orbital motions, and the origin
of the inclined rotational axis of Uranus. Readers can con-
sult discussions on the origin and evolution of planetary
spin in the context of planet formation, for example, in
Tanikawa et al. (1991), Ohtsuki and Ida (1998), or Agnor
et al. (1999). Agnor et al. (1999) determined the spin angu-
lar momentum states of the growing planets by summing
the contributions from each collisional encounter. Their re-
sults showed that the spin angular momentum states of the
final planets are generally the result of contributions made
by the last few large impacts. One of the latest treatment
of the evolution of planetary spin is presented as a series of
work by A. C. M. Correia (Correia and Laskar, 2001, 2003;
Correia et al., 2003) that presented a detailed formulation
of spin axis dynamics of Venus with dissipation.

One additional complication to this research field is
the fact that planetary rotations are considered strongly
chaotic (cf. Laskar and Robutel, 1993; Laskar et al.,
1993a,b), and the detailed structure of the chaos is not yet
well known. In other words, however, this fact means that
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the planetary rotation study can create a series of good
example problems for the research of general dynamical
systems.

Planetary rotational dynamics is quite relevant to re-
search on extrasolar planetary systems in terms of the ques-
tion of the possible existence of habitable planets. It is gen-
erally agreed that a habitable planet would be in a circum-
stellar “habitable zone,” on a nearly circular and planar
orbit. The obliquity of the planet should not be so large,
so as to avoid an extreme change of seasons (e.g. Williams
and Kasting, 1997; Williams et al., 1997). Condition for
long-term dynamical stability and instability of planetary
obliquity and its relationship to planetary climate is one of
the key ingredients of the study of habitability in the fu-
ture extrasolar planet research (e.g. Atobe et al., 2004; Abe
et al., 2005; Atobe and Ida, 2007).

5. Numerical methods

Gordon E. Moore, one of the founders of Intel Corpo-
ration, made his famous observation in 1965, four years af-
ter the first planar integrated circuit was invented. It was
called “Moore’s Law”. Moore (1965) observed an expo-
nential growth in the number of transistors per integrated
circuit and predicted that this trend would continue. As
he predicted, the development of general-purpose micro-
processors has continued, roughly doubling the number of
transistors every 1.5 years for the past 40 years. For exam-
ple, the Intel 80386 processor introduced in 1985 had only
275,000 transistors per chip, whereas the Pentium 4 proces-
sor in 2000 had about 42,000,000 transistors. This trend is
expected to continue until around 2020 when atomic level
accuracy will be required to produce integrated circuits.
Needless to say, celestial mechanics also owes a great deal
of its progress to the progress of this digital technology.

Averaged calculation speed of digital computers has in-
creased nearly a hundred times in the past decade. In ad-
dition to the development of integrated circuits described
by Moore’s Law, the architecture of computers has made
great progress in recent years; from simple scalar computers
through vector computers, to massively-parallel computers.
However, the situation may change from this point on. The
cost of producing new LSIs (large-scale integrated circuits)
is getting higher, with much longer times involved. Design-
ing a large LSI is no longer as easy a task as before. These
difficulties make us hesitate to develop new LSIs, leading to
higher production cost of LSIs. Then, the high cost makes
the difficulties of designing new LSIs even greater: This is a
bad positive feedback. Vector computers are almost dying
out because of their low performance/cost ratio as well as
because of their small market. Very few computer makers
manufacture vector processors now, and it is just a mat-
ter of time before vector computers just disappear like di-
nosaurs.

Under this situation, the future of high-performance
computing in celestial mechanics will be multidirectional;
entailing sophisticated algorithms to accurately and ef-
ficiently solve equations of motion of celestial bodies,
massively-parallel computers with relatively small cost,
and special-purpose computers such as GRAPE. Having
this background in mind, we describe in this section some
points in terms of the development of numerical methods
in celestial mechanics: some issues on regularization, re-
cent progress in symplectic integrators, the special-purpose
GRAPE supercomputer, and several related topics to this
field. We are quite aware that many interesting and impor-
tant aspects in this field are missing from this section due
to authors’ inability. For example, we should have men-
tioned a lot more about symmetric integrators and their
application to celestial mechanics as well as those of geo-
metric integrators in a broader sense. Various techniques
to deal with a huge number of particles that interact with
each other through gravitational force, such as the tree
method, are not described. Also, perhaps a brief sum-
mary of general development of computer hardware that
is related to celestial mechanics should have been done.
However, we hope that readers are able to get some clues
about these issues from the descriptions and the references
cited in this section.

5.1. Regularization

One of the most difficult tasks in numerical integration
in celestial mechanics is the treatment of collisions. This is
not only a numerical but also a theoretical problem. Reg-
ularization is a method used to deal with dynamical colli-
sions numerically as well as analytically.

The restricted three-body problem admits binary colli-
sions. Sundman (1912) has shown that the singularity of the
equations of motion corresponding to a binary collision is
not essential, but can be removed via a change of variables.
This process is called a regularization. Regularization of a
binary collision has been carried out by Thiele (1896), Levi-
Civita (1906), Burrau (1906), and Birkhoff (1915). Thiele’s
(1896) work concerned an equal-mass binary system, later
extended to arbitrary mass ratio by Burrau (1906). It is to
be noted that these regularizations are all for planar prob-
lems. Levi-Civita (1906) provided planes around the singu-
larity. Whenever an orbit moves from one plane to another,
it experiences a collision. Birkhoff (1915) devised a change
of variables so that a binary collision either at the first or
the second primary can be treated through a single formula.
Thiele (1896) and Burrau (1906) transformed the variables
to hyperbolic–elliptic coordinates. The Lemâıtre transfor-
mation (Lemâıtre, 1952) looks like that of Birkhoff, but the
correspondence of old and new variables is 1 to 2 in the
latter, whereas that is 1 to 4 in the former. Based on these
pioneering studies, Kustaanheimo and Stiefel (1965) have
succeeded in regularizing the three-dimensional problem,
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embedding three variables in the four-dimensional space.
This is the celebrated Kustaanheimo–Stiefel (K–S) regu-
larization (or the K–S transformation). See also Section 5.2
for incorporation of the K–S regularization into symplectic
integrators by S. Mikkola 4 .

Currently, the most significant and promising flow of
regularization research goes on around the K–S transfor-
mation. For example, Arakida and Fukushima (2000, 2001)
confirmed that the positional error of a perturbed two-body
problem expressed in the K–S variables is proportional to
the fictitious time s, which is the independent variable in
the K-S transformation. This property does not depend on
the type of perturbation, on the integrator used, or on the
initial conditions, including the nominal eccentricity. The
error growth of the physical time evolution and the Kepler
energy is proportional to s when the perturbed harmonic
oscillator part of the equation of motion is integrated by a
time-symmetric integration formula, such as the leapfrog
or the symmetric multistep method. The error growth is
proportional to s2 when using traditional integrators, such
as the Runge-Kutta, Adams, Störmer, and extrapolation
methods. Also, it turned out that the K–S regularization
avoids the step size resonance or instability of the symmet-
ric multistep method that appears in the non-regularized
cases. Therefore, the K–S regularized equations of motion
are found quite useful for investigating the long-term be-
havior of perturbed two-body problems, namely, those used
for studying the dynamics of comets, minor planets, the
Moon, and other natural and artificial satellites.

As applications of the K–S regularization, there are sev-
eral methods to practically regularize triple collision. The
first one is due to Aarseth and Zare (1974). Their idea is
to introduce two K–S regularizations to two of the three
edges of the triangle formed with three particles. The sec-
ond one is the so-called “chain method” devised by Mikkola
and Aarseth (1990, 1993). In this method, particles form
a chain. To make a chain, we start from a closest pair
of particles and form a chain made of a vector that con-
nects the pair. Then, a particle closest to either end of the
first chain is added to form a new chain. Next, the fourth
particle is selected as the closet particle to the third one.
This procedure is continued until all the particles are ex-
hausted. After the completion of the chain, the K–S reg-
ularization is applied to each pair of the chain. The third
example is the global three-body regularization that was
devised by Heggie (1974). Heggie adopted a time transfor-

4 In all regularizations described in this paragraph, time t is trans-

formed in the form dt = rdτ near collisions where τ is the new

time variable and r is the mutual distance between colliding bodies.

Usually, the solution passes through singularity within a finite time.

For comparison, we should notice that the McGehee transformation

(McGehee, 1974) adopts the form dt = r3/2dτ so that the solution

does not pass through singularity: it takes an infinite time to arrive

at singularity. See also Section 3.1 for the McGehee transformation

(or the McGehee variables).

mation dt = r1r2r3dτ where ri (i = 1, 2, 3) are the mu-
tual distances of particles. The new Hamiltonian Γ becomes
Γ = r1r2r3(H − E0) where H is the original Hamiltonian
and E0 is its numerical value. Then the equations of mo-
tion are regular for collisions between any pair of particles.
This method is accurate in the case of triple close approach
though it is rather time-consuming. Other characteristics
of this method are that the switching of the closest pairs
is not necessary, and that it can in principle be applied to
the N -body problem for any N . For subsequent develop-
ments, readers may consult papers by S. J. Aarseth and
S. Mikkola (e.g. Aarseth, 1985, 1988; Mikkola and Aarseth,
1998, 2002), a review paper (Aarseth, 1999), and a text-
book (Aarseth, 2003).

Quite recently, Fukushima (2007) announced that he
found a new scheme to regularize a three-dimensional
two-body problem under perturbations. His method is a
combination of Sundman’s time transformation and Levi-
Civita’s spatial coordinate transformation applied to the
two-dimensional components of the position and velocity
vectors in the osculating orbital plane. The equations of
motion using his new variables have no singularity even
when the mutual distance is extremely small. Hence the
new variables are suitable to deal with close encounters.
The number of dependent variables in the new scheme be-
comes eight, which is significantly smaller than the existing
schemes to avoid close encounters: for example, the number
is smaller by two compared with the K–S regularization.

5.2. Symplectic integrators

Since many of the systems that celestial mechanics is
concerned with are Hamiltonian systems or their prox-
imity, numerical integration schemes designed specifically
to maintain the Hamiltonian structure are evidently de-
sirable and promising. Symplectic integrators are exactly
the methods that satisfy such requirements. In general,
symplectic integrators conserve the total energy of a sys-
tem quite well, preventing artificial damping or excitation
due to the accumulation of local truncation errors (e.g.
Yoshida, 1990b; Gladman et al., 1991; Kinoshita et al.,
1991; Yoshida, 1993; Sanz-Serna and Calvo, 1994; Mor-
bidelli, 2002). The mathematical background of symplec-
tic integrators is based on Lie algebra. Its application to
physics is described, for example, in Varadarajan (1974),
Dragt and Finn (1976), Ruth (1983), or Yoshida (2001).
Yoshida (1990b) first noticed that a higher-order sym-
plectic scheme can be composed of several second-order
schemes, and derived some practical pairs of coefficients
for higher-order integrators. Yoshida also proved that a
class of explicit symplectic integrators rigorously preserve
the total angular momentum within the range of round-
off errors when used for gravitational N -body problems
(Yoshida, 1990a).

In practice, general-purpose symplectic integrators
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tend to be of low order, mainly because of their complex-
ity in higher orders. Therefore they are not suitable for
long-term numerical simulations. However, the so-called
Wisdom-Holman type symplectic map (“WH map”) de-
vised by Wisdom and Holman (1991), which is specialized
for slightly perturbed motion like solar system planetary
motion, is more accurate by orders of magnitude than the
general-purpose symplectic method even when it is of low
order. The principle of the WH map is to split the Hamil-
tonian into an unperturbed part (for example, Kepler mo-
tion when we trace planetary motion) and a perturbation
part (for example, mutual gravitational perturbation). In
each step of the integration, the system is first drifted
forward in time according to unperturbed motion, and
then a kick in momentum is applied that is derived from
the perturbation part of the Hamiltonian. The first step
is analytic because the Hamiltonian is unperturbed and
integrable. When this part deals with Keplerian drift, a set
of canonical coordinates, such as Jacobi coordinates (e.g.
Plummer, 1960), is used to keep the integration scheme
symplectic. Using this scheme, the WH map enhances the
speed of long-term numerical integrations of planetary mo-
tion by orders of magnitude. Wisdom and Holman (1992)
investigated the numerical stability of the WH map, and
discussed the existence of numerical instability within the
map. Note that when using the WH map for planetary
dynamics, we have to solve the Kepler equation every time
in the drift phase. As for the fast solving methods of the
Kepler problem, we may find it helpful to consult a series
of papers by T. Fukushima (1996a, 1997a,b,d, 1998).

After the monumental work by Wisdom and Holman
(1991), a lot of enhancements have been added to the WH
map. Based on the idea of the WH map, Saha and Tremaine
(1992) discovered a special start-up procedure to reduce
the truncation error of angle variables, called the “warm
start”, exploiting one of the characteristics of Hamiltonian
systems—the existence of adiabatic invariants. They also
discovered a symplectic scheme with individual stepsizes,
dividing the total Hamiltonian into each planet’s Kepler
and perturbation parts (Saha and Tremaine, 1994). A tech-
nique related to the warm start was devised by Wisdom
et al. (1996) under the name of the “symplectic corrector”.
The symplectic corrector exploits the fact that the values
of symplectically integrated systems (i.e. coordinates and
momenta) are obtained by canonical transformations of the
variables in real systems. See also Wisdom (2006) for ap-
plication of the symplectic corrector to the N -body system
described by canonical heliocentric coordinates. Michel and
Valsecchi (1997) discussed in detail the efficiency of the WH
map compared with traditional integration schemes such
as the Bulirsh-Stoer extrapolation method. For higher or-
der symplectic methods for nearly integrable Hamiltonian
systems, consult recent publications such as Chambers and
Murison (2000) or Laskar and Robutel (2001).

Now one of the biggest issues concerning symplectic in-

tegrators is how to handle close encounters between par-
ticles where the variation of stepsize is inevitable, because
symplectic integrators are inherently not well matched with
variable stepsize schemes (Yoshida, 1993). Based on some
preceding studies (Skeel and Biesiadecki, 1994; Lee et al.,
1997b), Duncan et al. (1998) has introduced a method to
solve the problem with the aid of “democratic heliocentric
coordinates”, also known as canonical heliocentric coordi-
nates that use heliocentric positions and barycentric mo-
menta (cf. Charlier, 1902). Their method enables us to han-
dle close encounters among particles by splitting gravita-
tional potentials recursively. The method maintains com-
putational speed equivalent to that of the generic WH map
when no close encounter occurs. When a close encounter
happens, the scheme automatically divides the stepsize and
alleviate numerical errors. Duncan et al. (1998) named the
scheme SyMBA, or “symplectic massive body algorithm”.
Their program package is named SWIFT, and is available
on their ftp site. One of the major disadvantages of us-
ing SyMBA is that it cannot take care of highly eccentric
orbits, i.e. close encounters with central mass. The other
problem is the complexity of its implementation.

Chambers (1999) originally devised a method similar to
SyMBA but with a slightly different idea. He noticed that
the drift part of the symplectic scheme does not need to be
calculated analytically, but can be integrated numerically
using a very accurate method such as the extrapolation
scheme. When a close encounter happens, his scheme moves
the relevant terms in the perturbation Hamiltonian Hpert

to the Keplerian Hamiltonian Hkep, and keeps the contrast
of the order of magnitude of Hamiltonians, Hkep À Hpert.
This hybrid scheme enables us to calculate the orbital mo-
tion in the system where close encounters frequently oc-
cur, with less programming cost than SyMBA. Chambers
et al. (2002) later extended this hybrid method to a scheme
specialized for orbital motions in and around binary stars,
choosing suitably canonical variables. This method is avail-
able for integrating planetesimals’ and protoplanets’ orbital
evolution near binary star systems (e.g. Quintana et al.,
2002; Quintana and Lissauer, 2006; Thébault et al., 2004).

Incorporating the above idea of Chambers et al. (2002)
into SyMBA, Levison and Duncan (2000) has developed a
modified version of SyMBA that can take account of close
encounters with the central mass, i.e. highly eccentric or-
bits. Their method is available for systems where close en-
counters between particles as well as between a particle and
the central mass frequently occur. When neither a close en-
counter happens nor the orbits of particles are so eccentric,
the modified SyMBA performs as fast as the generic WH
map does. Except for the complexity of its implementation,
the modified SyMBA is one of the ultimate schemes in sym-
plectic integrators that are suitable for planetary dynamics
in planet formation stage.

In a practical use of symplectic integrators for highly
eccentric orbital motions, a series of studies on regularized
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symplectic integrators by Mikkola and collaborators seems
quite promising (Mikkola, 1997, 1999; Mikkola and Inna-
nen, 1999; Mikkola and Tanikawa, 1999a,b; Mikkola and
Palmer, 2000). They have brought the K–S regularization
into the WH map, keeping its symplectic structure intact,
though regularization had long been considered incompat-
ible with symplectic integration. Their basic idea is to take
the logarithm of the regularized Hamiltonian. In order to
regularize the equations of motion, one multiplies distance
r to the original Hamiltonian, which is equivalent to divi-
sion of the Hamiltonian by the dominant potential. This
means that the new Hamiltonian is not separable, i.e. co-
ordinates and momenta are mixed, even when the origi-
nal Hamiltonian is separable. Taking the logarithm of the
new Hamiltonian, we can separate variables and exploit the
leapfrog procedure for symplectic integration.

Mikkola’s (1997) method is not only accurate when
adapted for highly eccentric orbits, but also quite fast, since
there is no need to solve Kepler’s equation which needs
certain iterative procedures involving transcendental func-
tions. Compared with similar previous work, such as Levi-
son and Duncan’s (1994) “RMVS” (regularized mixed vari-
able symplectic integrator) by changing stepsizes automat-
ically and by force-center switching, Mikkola’s method is
more efficient, more accurate, and easier to implement. Bre-
iter (1999) also found a regularized method using K–S vari-
ables, which he insists is a similar but complementary ap-
proach to the work of Mikkola. See also Preto and Tremaine
(1999) for a class of symplectic integrators with adaptive
stepsize for separable Hamiltonian systems.

From this point of view, Rauch and Holman’s (1999)
intensive review is quite worth reading. They have tested
many variants of the WH map and measured their effi-
ciency. They have concluded that an enhanced version of
a potential splitting method such as SyMBA, incorporat-
ing time regularization, force-center switching, and an im-
proved kernel function, may be quite efficient when parti-
cles are subject to both high eccentricities and close en-
counters. To integrate eccentric and nearly Keplerian orbits
without close encounters, the time-transformed WH map
by Mikkola is clearly the most efficient and stable.

Symplectic integrators can be extended to include dissi-
pative mechanisms. Malhotra (1994) devised such a method
to integrate the planetary orbital motion dragged by gas,
adding a simple modification to the generic WH map so that
it can include velocity-dependent forces. Mikkola (1998)
discussed the inclusion of non-canonical perturbations in
symplectic integration schemes using the δ-function for-
malism. J. Touma’s series of work (Touma and Wisdom,
1994, 1998, 2001) demonstrates the feasibility of exploiting
symplectic integrators to calculate systems with long-term
tidal dampings, such as the Earth–Moon system and the
core-mantle coupling of the Earth’s interior.

The research devoted to the enhancement and im-
provement of symplectic integrators, especially those of

the WH map, is still going on. For example, Liao (1997)
gave schemes for a low-order mixed symplectic integra-
tor for an inseparable, but nearly integrable Hamiltonian
system. Although Liao’s schemes are implicit, they have
a faster convergence rate of iterative solutions than ordi-
nary implicit integrators do. Fukushima (2001) proposed
and examined three kinds of approach to reduce the accu-
mulation of round-off errors in symplectic integrators: the
reduction of the number of summations in the implemen-
tation of symplectic algorithms, the use of a double-length
routine library in the main summation procedure, and the
full use of the double-length routine library in the entire
procedure of symplectic integration (note that the last
two methods will not be applicable to the WH map unless
double-length routines to evaluate trigonometric functions
are provided). Beust (2003) presented a new symplectic
integrator for massive bodies that permits the numerical
integrations of the dynamics of hierarchical stellar sys-
tems of any size and shape, provided that the hierarchical
structure of the systems is preserved along the integra-
tion. Chambers (2003) noticed that the previously known
symplectic methods that are higher than second order
include some substeps that travel backward, compared
with the main integration. To compensate for this, some
substeps in these methods have large coefficients, which
could produce large error terms and reduce the efficiency
of high-order symplectic algorithms. Chambers introduced
complex coefficients in higher order symplectic integra-
tors from the solution of the constraint equations for the
substeps of symplectic algorithms. He showed that com-
plex integrators with leading error terms that have strictly
imaginary coefficients effectively behave as if they are one
order higher than expected.

Symplectic integrators can be improved in terms of force
calculation. As is well known, the amount of direct compu-
tation of the distances between each pair of gravitationally
interacting N particles grows as O(N2). To overcome this
difficulty, a variety of fast (with effort growing more slowly
than O(N2)) but approximate force calculation methods
such as those used in the tree code or fast multipole meth-
ods have been developed. Wiegert et al. (2004) examined
several of these algorithms together with symplectic inte-
grators, and compared their speed in very detail. Also, com-
bination of the special-purpose computer GRAPE (Sec-
tion 5.4) with symplectic integrators, especially those of
SyMBA-type, might have a possibility to greatly enhance
the computing speed of gravitational N -body interactions
in solar system dynamics.

5.3. Other promising numerical techniques

There will be two major streams of numerical integra-
tion schemes used in celestial mechanics. One of them is the
symplectic integrators that we have already mentioned in
the preceding section, and the other is symmetric integra-
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tors (cf. Hairer et al., 1993, 2002). Symplectic integrators
will be developed in various ways specialized for each dy-
namical problem, such as versions for binary systems, three-
body systems with regularization, systems with frequent
close encounters, and so on. Symmetric methods have a su-
periority over the symplectic integrator in that it is easy to
construct variable stepsize schemes. Among many kinds of
symmetric integrators, fourth-order time-symmetric meth-
ods based on the Hermite integrator seem to be full of
promise, especially for problems of planetary accretion or
stellar dynamics where frequent close encounters require
variability in stepsizes (e.g. Makino, 1991b; Makino and
Aarseth, 1992; Kokubo et al., 1998; Kokubo and Makino,
2004). The Hermite scheme is also a good match with the
special-purpose GRAPE computer for the gravitational N -
body problem (Makino, 1991a).

While the Hermite-type integrators are one-step meth-
ods, higher-order multistep symmetric integrators are also
widely used in planetary dynamics where a very high ac-
curacy is required. Following a pioneering work by Lam-
bert and Watson (1976), Quinlan and Tremaine (1990) pro-
posed an efficient and useful 12th-order scheme, which is
now a standard of the higher-order linear multistep sym-
metric method. Later, Evans and Tremaine (1999) as well
as Fukushima (1999b) investigated the numerical instabil-
ity of the multistep symmetric method independently, and
proposed several improved schemes. Though it is not easy
to implement a variable stepsize scheme in multistep sym-
metric methods, they are quite suitable for planetary dy-
namics with regular and smooth motion without close en-
counters between planets. One of the current major prob-
lems of multistep symmetric methods is that, they are sub-
ject to intrinsic stepsize resonances and instabilities which
were first recognized by Alar Toomre (cf. Quinlan, 1999;
Fukushima, 1999b). Hence, conventional Störmer–Cowell
methods (cf. Hairer et al., 1993) may still be more widely
used than multistep symmetric methods.

Dynamical models that we deal with in the solar sys-
tem celestial mechanics is often nearly integrable, such as
the quasi-Keplerian motion. This characteristic has been
employed not only by the Wisdom–Holman symplectic
map, but using traditional methods such as the Encke
method (Encke, 1854; Fukushima, 1996b). Recent works by
T. Fukushima, collectively called “the method of manifold
correction”, also exploits this quasi-Keplerian character of
solar system dynamics. Fukushima (2003c) proposed a new
approach to numerically integrate quasi-Keplerian orbits.
His method integrates the time evolution of the Kepler
energy and the usual equations of motion simultaneously.
It directly adjusts the integrated position and velocity by
a spatial scale transformation in order to satisfy the Ke-
pler energy relation rigorously at every integration step.
By adding the Laplace integral as the second auxiliary
quantity to this method, Fukushima (2003a) extended his
scaling method to integrate quasi-Keplerian orbits in or-

der to suppress the growth of integration errors, not only
in the semimajor axis, but also in the other orbital ele-
ments, especially in the eccentricity and in the longitude
of pericenter. Then again, by adding the orbital angular
momentum vector as another auxiliary quantity to be inte-
grated, Fukushima (2003b) extended his scaling methods
for quasi-Keplerian orbits in order to suppress the growth
of integration errors in the inclination and the longitude
of the ascending node. His new approaches provide a fast
and high-precision device to simulate the orbital motions
in solar system dynamics at a negligible increase in com-
putational cost. Fukushima’s manifold correction method,
combined with the Kustaanheimo–Stiefel regularization,
is now creating a new, substantially large flow in this line
of research (Fukushima, 2004a,b,c,d,e,f, 2005a,b,c,d).

Another important issue concerning numerical integra-
tion techniques is parallel computing. Since many prob-
lems that are dealt with in celestial mechanics do not in-
volve very large number of bodies such as the solar system
planetary motion, efficient parallelization of computing is
not easy. However, recent investigation suggests a possi-
bility for us to utilize a large parallel computer for a rel-
atively small number of celestial bodies. For example, Ito
and Fukushima (1997) developed a parallelized version of
the extrapolation method to integrate general ordinary dif-
ferential equations. A simple technique made its load bal-
ance among computer processors almost equal, nearly inde-
pendent of how large amount of data (or how many parti-
cles) we use in our numerical model. Also, a method devel-
oped by Fukushima (Fukushima, 1997c,e, 1999a) expands
an approximate solution of the equations of motion of celes-
tial particles into Chebyshev polynomials, and approaches
the true solution through the Picard iteration. Though the
Picard–Chebyshev method is not yet being widely applied
to real orbital problems (cf. Arakida, 2006), this method is
expected to be quite suitable for systems with small pertur-
bation, such as orbital and rotational motion in our solar
system calculated with large parallel computers. Similar to
the Picard–Chebyshev method, Saha and Tremaine (1997)
have devised a new parallel computing algorithm for plan-
etary orbital motion, especially suitable for scalar massive
parallel computers. In addition, the near-future version of
the special-purpose computer GRAPE, GRAPE–DR, will
enable us to run a large number of small-scale gravitational
N -body integrations all at once, which will practically be
quite a massively parallelized calculation (see also Section
5.4).

Yet another important issue along this line of research
can be the multiple precision arithmetic. Long-term nu-
merical integration potentially and inevitably involves a
large amount of round-off error. As mentioned before, sev-
eral methods to alleviate the round-off error have been de-
veloped by Quinn and Tremaine (1990) and Fukushima
(2001). Although their methods are algorithmically real-
ized (i.e. by software), the hardwired implementation of
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multiple precision might now be possible for astronomi-
cal application. The implementation of hardwired multiple
precision would also be quite influential on numerical ex-
periments in theoretical studies, such as in helping to gain
information on the detailed structure of various KAM tori,
aiding in inspection of dependency of the Lyapunov expo-
nents on arithmetic precision, and furthering many other
problems in celestial mechanics and dynamical theory.

5.4. GRAPE: A special-purpose computer for N -body
dynamics

As for numerical research in the fields of celestial me-
chanics and dynamical astronomy, we cannot avoid men-
tioning the enormous success of GRAPE (GRAvity piPE),
a special-purpose supercomputer for gravitational N -body
problems developed by a dedicated research group in Japan
(e.g. Sugimoto et al., 1990; Ebisuzaki et al., 1993; Makino
et al., 1997; Makino and Taiji, 1998). GRAPE has cre-
ated a revolutionary breakthrough in the area of gravita-
tional N -body problems. The peak speed of its latest ver-
sion, GRAPE–6, has a capacity of more than several tens
of TFlops. The near-future goal of the GRAPE project is
called GRAPE–DR, which will have a peak capacity of 2
PFlops or higher (Makino, 2005).

The essential feature of the GRAPE concept is the
pipeline. On GRAPE, computation of the N -body problem
is divided into two parts. The first part is performed on a
host computer (such as a PC), and the other is on a special-
purpose back-end processor (GRAPE). GRAPE calculates
the gravitational force among particles through pipeline(s).
During one timestep, the host computer performs O(N)
operations, while GRAPE can do O(N2) because of the
devoted parallel pipeline. Applegate et al. (1986)’s “The
Digital Orrery” also has a parallel architecture in which
small computers are connected in a ring. Each processor
takes care of one planet (particle). The Digital Orrery did
not adopt a pipeline architecture because this architecture
lacks the efficiency necessary for small N . Pipelines work
more efficiently when N is sufficiently large.

The GRAPE project team started the development of
GRAPE systems in 1989. The first hardware, GRAPE–1
was a single-pipeline system with low-accuracy force calcu-
lation (Ito et al., 1990). It was a machine for demonstrating
that theoretical astrophysicists could construct a practical
hardware. It had a peak speed of 240 MFlops, and turned
out to be useful for a wide range of astrophysical problems
where high accuracy is not very important. GRAPE–2 was
again a single-pipeline system, but with high accuracy, with
a peak speed of 40 MFlops (Ito et al., 1991). GRAPE–3
was the first multiple-pipeline system with a low-accuracy
force calculation pipeline (Okumura et al., 1993). The peak
speed of GRAPE–3 was 380 MFlops/chip.

As a successor of the high-precision machine GRAPE–2,
GRAPE–4 was developed (Makino et al., 1997). The peak

speed of the GRAPE–4 system is 1.08 TFlops, achieved by
running 1692 pipeline LSIs in parallel, each providing 640
MFlops. The successor of the low-precision GRAPE–3 ma-
chine is GRAPE–5 (Kawai et al., 2000). A GRAPE–5 board
has a peak performance of 38.4 GFlops. The newest edition
of the GRAPE system is GRAPE–6 (Makino et al., 2003),
the successor of the high-precision machine (GRAPE–4),
and its single PCI card version, GRAPE–6A (Fukushige
et al., 2005). Similar to GRAPE–4, the primary application
of GRAPE–6 is simulations of collisional systems, though
it can also be used for collisionless systems. Various im-
provements have been done for GRAPE–6 from GRAPE–
4, which ended up with a peak speed of 64 TFlops.

We must also mention that the GRAPE system
has the capability of hardwired implementation of par-
ticular algorithms for astronomical applications. This
kind of GRAPE is called PROGRAPE (Hamada et al.,
2000). Now PROGRAPE–1 (PROgrammable GRAPE–
1), a programmable multi-purpose computer for many-
body simulations, is available. The main difference be-
tween PROGRAPE–1 and traditional GRAPEs is that
PROGRAPE–1 uses FPGA (Field Programmable Gate
Array) chips as its processing elements, while the tradi-
tional GRAPEs rely on a hardwired pipeline processor
specialized for gravitational interactions. GRAPE–7, the
successor of the lower-precision machine (GRAPE–5) but
now with FPGA, will also be available shortly (Kawai and
Fukushige, 2006).

The GRAPE project is tremendously successful in
the field of gravitational N -body dynamics, especially
for the planet formation and collisional stellar dynam-
ics. Hundreds of academic papers have been published
using GRAPE computation results, and the number is
ever increasing. See the GRAPE project’s webpage for a
more detail (http://www.astrogrape.org/ for general infor-
mation, and http://grape-dr.adm.s.u-tokyo.ac.jp/ for the
GRAPE–DR project).

6. Concluding Remarks

As we have seen, since the beginning of the twentieth
century, celestial mechanics has pretty much diverged into
many specialized fields that do not communicate much with
each other. Despite the apparent resulting prosperity of ce-
lestial mechanics, we suspect that this diversity could pro-
duce its potential stagnation through a lack of communica-
tion between its various fields. Perhaps it might be useless
to imagine how many people have read and fully understood
the five texts that all have the phrase “celestial mechanics”
in their titles 5 : Smart (1953) Celestial Mechanics, Siegel

5 The fact that popular textbooks such as listed here are mainly

written in English allows them to be widely distributed and read

all over the world. However, we should not forget that there are

also many good textbooks written in other languages. The speed of

understanding is clearly fastest when readers obtain information in
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and Moser (1971) Lectures on Celestial Mechanics, Taff
(1985) Celestial Mechanics: A Computational Guide for
the Practitioner, Brumberg (1995) Analytical Techniques
of Celestial Mechanics, and Poincaré (1892) Les Méthode
Nouvelles de la Méchanique Céleste.

At this point, we would like to ask ourselves a very
primitive question to which we have not found an answer:
What is celestial mechanics? What does celestial mechanics
aim at? It seems that there is no general agreement on the
answer to these questions. However, this situation may not
be so strange: Compared with other fields in astronomy,
the disagreement among celestial mechanists on the subject
(or target) of celestial mechanics looks remarkably large,
partly because this field has a much longer history than
other fields do. This is what has made celestial mechanics
branch out into so many and such detailed paths.

Astronomy has expanded by an inconceivable degree in
the twentieth century. Researchers extended the frontier of
astronomy to various electromagnetic wavelengths in the
first half of the twentieth century, beginning from visible
light, reaching radio, infrared, ultraviolet, X-ray, and γ-ray.
Astronomy in the twentieth century was full of discoveries
and astonishment, most of which were brought about us-
ing the methods of modern astrophysics. Celestial mechan-
ics has rolled up and down in the midst of the killer waves
of astrophysics. When we remind ourselves of the ages be-
fore recent discoveries in astrophysics, it is not wrong to
say that celestial mechanics was the unique field of quan-
titative science that covered the entire world known to hu-
mankind: In the eighteenth century, the solar system was
almost the universe itself. In the nineteenth century, there
was no notion of extra galaxies, and our galaxy was the
universe. Spectroscopy of stars started only at the end of
the nineteenth century. No one knew of nuclear reactions,
and astrophysical studies of extrasolar stars were just be-
ginning. These facts imply that celestial mechanics was at
the center of the astronomy of those ages. With those cen-
turies behind us, now the world is complicated enough to
make it virtually impossibly to grasp the appropriate posi-
tion of celestial mechanics in the vast sea of astronomy.

As it is not difficult to imagine, we are not the first
to suffer from this kind of confusion. Already in the early
1920s when Brown et al. (1922) reported the activities of
American celestial mechanists, they were already not sure

their mother language. In this sense, we much prefer the existence of

good textbooks written in various languages. However, as expected,

non-English textbooks have only a limited number of readers. We

do not think this is desirable. Good textbooks should be read by

as many readers as possible, regardless of the languages in which

they are written. One way to overcome this dilemma is to write

your textbook in your own language as well as in English if you

are the author. It cannot be very difficult to translate your own

book into English. Fortunately, textbooks for celestial mechanics are

generally full of mathematical formulas, which means you likely have

little to translate into English. This seems only possible through the

voluntary effort of ungrudging scientists.

what the main purpose of celestial mechanics was. Their re-
ports consisted of three parts: the first one was devoted to
the solar system, the second one was to celestial mechanics
as applied to the stars, and the third one was to the the-
ory of the problem of three and more bodies. At the very
beginning of their report, Brown wrote:

“Celestial mechanics, broadly interpreted, is involved in
practically all the astronomy of the present time. The
limited meaning of the term now usually adopted refers
only to those problems in which the law of gravitation
plays the chief or only part, and more particularly to
those which deal with motions of bodies about one an-
other and with their rotations.”

which obviously indicates that Brown felt the same per-
plexity as what we feel now when he tried to define celestial
mechanics at that stage of the early twentieth century.

When we are involved with celestial mechanics, an im-
portant attitude we should take is to always keep an eye on
the concrete, actual, real phenomena in the universe, even
when the methodology we use is highly mathematical or
abstract. We should keep in mind that celestial mechanics
is aimed at better understanding the real structure of the
real world, not at fiddling with complicated equations or
manipulating high-speed computers as a hobby. With this
in mind, we will not lose the loose ends of celestial mechan-
ics in our effort to understand the behavior of this world in
terms of dynamics, no matter how varied the phenomena
we encounter are.

Before the end of this manuscript, we would like to
propose three potential near-future projects that are tightly
related to the issues that we have so far discussed for the
further development of celestial mechanics in the twenty-
first century:

(i) To build a computer chip at least with 10,000-digit
arithmetic, in order to observe complicated chaotic
behaviors in dynamical systems such as the Arnold
diffusion. As an example, take discrete dynamical sys-
tems, i.e. maps. At the worst case, numerical errors
can be doubled per one iteration. This means that nu-
merical errors can be multiplied thousand times over
ten iterations. In other words, we can iterate the map
thirty thousand times before we totally lose accuracy
if we have ten thousand digits. This will enable us to
directly calculate topological entropy of general dy-
namical systems. We expect that million-digit arith-
metic may be possible by the end of the twenty-first
century.

(ii) Occultation observations by the Moon-orbiting satel-
lite on polar orbit, in order to survey multiple stars
in our galaxy (cf. Tanikawa and Mikami, 2000). This
will provide us unbiased data of visual binaries within
a relatively short time, which will be the fundamen-
tals not only for star formation study but for the ce-
lestial mechanics, particularly the dynamical study
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of binary formation in primordial star clusters.
(iii) To attempt space trigonometry with baseline of

O(100) AU using two pairs of spacecrafts: the first
pair orbits near around the ecliptic, and the other
orbits in a plane that is perpendicular to the eclip-
tic. The purpose of this project is to make a three-
dimensional map of our galaxy with the spatial scale
of 104 pc and with the accuracy of 0′′.01 or higher,
which will be the basis of future stellar dynamics.
We will be able to get proper motion data over 1–2
years from this mission. Three-dimensional position
data together with velocity data (i.e. proper motion
and radial velocity) will provide us basic information
about the dynamics of our galaxy. The advantage of
this project is that trigonometric parallaxes can be
obtained at once: we do not need to wait half a year.
A disadvantage is that since the spacecrafts move so
slowly that the configuration of stars and spacecrafts
does not change so quickly. This disadvantage can
be avoided, however, by increasing the number of
spacecrafts in a pair (a group) from two to four.

In 1974, M. W. Hirsch and S. Smale commented on New-
ton’s gravitational equations of motion in their celebrated
textbook (Hirsch and Smale, 1974, p. 289) thus:

“. . . The flow obtained from this differential equation
then determines how a state moves in time, or the life
history of the n bodies once their positions and veloci-
ties are given. Although there is a vast literature of sev-
eral centuries on these equations, no clear picture has
emerged. In fact it is still not even clear what the basic
questions are for this “problem”.”

We think this sarcastic and rather cynical comment re-
flects the huge potential of this field that has not yet been
fully examined. The need for celestial mechanics will be
felt to an even greater degree as human-being launch more
artificial satellites and spacecrafts, recalling that the age
of modern celestial mechanics began with Sputnik in the
1950s. Human beings might need to protect the Earth from
the potential impacts of near-Earth objects or space de-
bris, and again the knowledge and experience of celestial
mechanics will be required with urgency. The future of ce-
lestial mechanics is closely connected with engineering and
space technology, employed both inside and outside our so-
lar system. We are grateful to mother nature for affording
us the opportunity to witness the dawn of celestial mechan-
ics in the new century.
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système solaire, Astron. Astrophys., 30, 141–154.
Bretagnon, P. and Francou, G. (1992) General theory for

the outer planets, in Chaos, resonance and collective dy-
namical phenomena in the solar system, Kluwer Aca-
demic publishers, Dordrecht, 37–42.

Brouwer, D. (1959) Solution of the problem of artificial
satellite theory without drag, Astron. J., 64, 378–397.

Brouwer, D. and Clemence, G.M. (1961) Methods of Celes-
tial Mechanics, Academic Press, New York.

Brouwer, D. and Hori, G. (1962) The motion of the Moon in
space, in Physics and Astronomy of the Moon, Academic
Press, New York, 1–26.

Brouwer, D. and van Woerkom, A.J.J. (1950) The secular
variations of the orbital elements of the principal planets,
Astron. Pap. Amer. Ephemeris. Naut. Alm., 13, 2, 81–
107.

Brown, E.W., Birkhoff, G.D., Leuschner, A.O., and Rus-
sell, H.N. (1922) Celestial Mechanics, Bulletin of the Na-
tional Research Council, 4, 1–22.

Brown, M.E., Trujillo, C., and Rabinowitz, D. (2004) Dis-
covery of a candidate inner Oort cloud planetoid,, Astro-
phys. J., 617, 645–649.

Brown, M.E., Trujillo, C.A., and Rabinowitz, D.L. (2005)
Discovery of a planetary-sized object in the scattered
Kuiper belt, Astrophys. J., 635, L97–L100.

Brumberg, V. ed. (1991) Essential Relativistic Celestial Me-
chanics, Adam Hilger, Bristol.

Brumberg, V.A. (1995) Analytical Techniques of Celestial
Mechanics, Springer-Verlag, New York.

Brumberg, E. and Brumberg, V.A. (1995) Derivative of
Kaula’s inclination function, Celes. Mech. Dyn. Astron.,
62, 183–189.

Brumberg, V.A. and Brumberg, E. (2001) Elliptic anomaly
in constructing long-term and short-term dynamical the-
ories, Celes. Mech. Dyn. Astron., 80, 159–166.

Brumberg, E., Brumberg, V.A., Konrad, T., and Soffel, M.
(1995) Analytical linear perturbation theory for highly
eccentric satellite orbits, Celes. Mech. Dyn. Astron., 61,
369–387.

Brunini, A. (2006) Origin of the obliquities of the giant
planets in mutual interactions in the early Solar System,
Nature, 440, 1163–1165.
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leurlignes géodésiques, Journal de Mathématiques pures
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formation for the Toda lattice, Prog. Theor. Phys. suppl.,

59, 64–100.
Hirsch, M.W. and Smale, S. (1974) Differential Equa-

tions, Dynamical Systems, and Linear Algebra, Academic
Press, New York.

Hogg, D.W., Quinlan, G.D., and Tremaine, S. (1991) Dy-
namical limits on dark mass in the outer solar system,
Astron. J., 101, 2274–2286.

Holman, M.J. and Murray, N.W. (1996) Chaos in high-
order mean motion resonances in the outer asteroid belt,
Astron. J., 112, 1278–1293.

Hori, G. (1966) Theory of general perturbations with un-
specified canonical variables, Publ. Astron. Soc. Japan,
18, 287–296.

Hori, G. (1967) Non-linear coupling of two harmonic oscil-
lations, Publ. Astron. Soc. Japan, 19, 229–241.

Hori, G. (1970) Comparison of two perturbation theories
based on the canonical transformation, Publ. Astron.
Soc. Japan, 22, 191–198.

Hori, G. (1971) Theory of general perturbations for non-
canonical systems, Publ. Astron. Soc. Japan, 23, 567–
587.

Ida, S., Canup, R.M., and Stewart, G.R. (1997) Lunar ac-
cretion from an impact-generated disk, Nature, 389, 353–
357.

Ida, S., Larwood, J.D., and Burkert, A. (2000) Evidence
for early stellar encounters in the orbital distribution
of Edgeworth–Kuiper Belt objects, Astrophys. J., 528,
351–356.

Innanen, K.A., Zheng, J.Q., Mikkola, S., and Valto-
nen, M.J. (1997) The Kozai mechanism and the stabil-
ity of planetary orbits in binary star systems, Astron. J.,
113, 1915–1919.

Ito, T. and Fukushima, T. (1997) Parallelized extrapola-
tion method and its application to the orbital dynamics,
Astron. J., 114, 1260–1267.

Ito, T. and Kojima, S. (2005) Inaccuracies of trigonometric
functions in computer math libraries, Publ. Natl. Astron.
Obs. Japan, 8, 17–31.

Ito, T. and Malhotra, R. (2006) Dynamical transport of
asteroid fragments from the ν6 resonance, Adv. Space
Res., 38, 817–825, (astro-ph/0611548).

Ito, T. and Tanikawa, K. (1999) Stability and instability
of the terrestrial protoplanet system and their possible
roles in the final stage of planet formation, Icarus, 139,
336–349.

Ito, T. and Tanikawa, K. (2001) Stability of terrestrial pro-
toplanet systems and alignment of orbital elements, Publ.
Astron. Soc. Japan, 53, 143–151.

Ito, T. and Tanikawa, K. (2002) Long-term integrations and
stability of planetary orbits in our solar system, Mon.
Not. R. Astron. Soc., 336, 483–500.

Ito, T., Makino, J., Ebisuzaki, T., and Sugimoto, D. (1990)
A special-purpose N -body machine GRAPE–1, Com-
puter Physics Communications, 60, 187–194.

Ito, T., Ebisuzaki, T., Makino, J., and Sugimoto, D. (1991)



102 Takashi Ito and Kiyotaka Tanikawa

A special-purpose computer for gravitational many-body
systems: GRAPE–2, Publ. Astron. Soc. Japan, 43, 547–
555.

Ito, T., Kumazawa, M., Hamano, Y., Matsui, T., and Ma-
suda, K. (1993) Long term evolution of the solar insola-
tion variation over 4 Ga, Proc. Japan Acad., Ser. B, 69,
233–237.

Iwasawa, M., Funato, Y., and Makino, J. (2006) Evolution
of massive blackhole triples. I. Equal-mass binary-single
systems, Astrophys. J., 651, 1059–1067.

Jeffreys, H. and Vicente, R.O. (1957) The theory of nuta-
tion and the variation of latitude, Mon. Not. R. Astron.
Soc., 117, 162–173.

Jewitt, D. (1999) Kuiper belt objects, Annu. Rev. Earth
Planet. Sci., 27, 287–312.

Jewitt, D.C. and Luu, J.X. (1993) Discovery of the candi-
date Kuiper belt object 1992 QB1, Nature, 362, 730–732.

Kaplan, M.L., van Cleve, J.E., and Alcock, C. (2003) Mi-
nor body surveyor: A multi-object, high speed, spectro-
photometer space mission system employing wide-
area intelligent change detection, American Geophysical
Union, Fall Meeting 2003, abstract# P41B–0403.

Katok, A. (1982) Some remarks on Birkhoff and Mather
twist map theorems, Ergod. Th, & Dynam. Sys., 2, 185–
194.

Katok, A. and Hasselblatt, B. (1995) Introduction to the
Modern Theory of Dynamical Systems, No. 54 in Encyclo-
pedia of Mathematics and Its Applications, Cambridge
University Press, Cambridge.

Kawabata, K., Tanikawa, K., and Sôma, M. (2002) Relia-
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